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Abstract

Understanding the risks associated with using cloud computing is of paramount importance
for operators of high-assurance ICT services, such as critical infrastructure providers. This is
because failure of such services could result in disruptions to the core services that our soci-
ety depends on, or the unauthorised disclosure of sensitive information. Furthermore, these
organisations need to understand the risks, in order to properly assess the costs and benefits
of cloud computing.

In this deliverable, we provide a number of items that can be used by organisations to under-
stand these risks. A cloud-specific threat and vulnerability catalogue is presented, which can
be used to support the implementation of a risk assessment. Furthermore, we show how this
catalogue can be applied by organisations to understand the risks of cloud adoption, in the
context of a novel extension to asset-driven risk assessment approaches. For a number of
reasons, perceptions of risk are important to understand. We have conducted an analysis of
individual and organisational perceptions of risk. The results of this analysis suggest that a
major perceived threat to organisations are the intentions of the cloud provider, with respect to
their data, and not necessarily threats emerging from cyber-attacks. We present initial findings
on the features of a cloud infrastructure that can be measured to better understand risk factors,
and observations regarding risk management for the cloud.
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1 Introduction

The use of cloud computing has a number of potentially significant benefits for organisations
that operate high-assurance ICT services. These organisations often provide the critical infras-
tructure services that our society depends on, such as gas and electricity networks, eGovern-
ment services, and the ICT services that support the banking sector. The benefits of cloud
computing include reduced capital expenditure on hardware equipment, the ability to more
readily cope with fluctuating service demands, and increased fault-tolerance via the use of vir-
tualisation, for example. However, the use of cloud computing introduces a number of new
risks, which must be understood at the point when an organisation is considering adopting the
cloud, and on a continuing basis. Understanding these risk is particularly important for organi-
sations that operate high-assurance ICT services. In this deliverable, we support organisations
that are considering or currently using cloud computing, in order to understand its risks.

There are a number of existing processes and guidelines that can be followed by an organisa-
tion to understand the cyber-security risks that could affect their ICT services. In many cases,
an organisation in the high-assurance domain will be implementing one of these, in order to, for
example, acquire ISO 27001 certification. Furthermore, with the proposed European Network
and Information Security (NIS) directive [Eur13] potentially coming into force, the number of
organisations carrying out such an information security risk assessment is likely to increase.
We summarise a number of such risk assessment processes in Section 2, including those that
are specifically related to industrial control systems.

Building on these relatively well-known risk assessment guidelines, we survey the related work
that is focused on the issue of cyber-security risk assessment for the cloud. There has been a
great deal of existing research in this area, including the identification and classification of the
different threats and vulnerabilities that are associated with cloud computing. These are both
technical and organisational in nature. Furthermore, a number of risk assessment processes
have been proposed by the research community that target cloud computing – these often take
the form of extensions or adjustments to existing approaches, in order to accommodate the
specific challenges of risk assessment for cloud. These challenges include the lack of trans-
parency about risk factors in multi-stakeholder deployment contexts and the dynamic nature of
cloud infrastructures. This has lead the research community to propose the concept of Risk
Assessment as a Service (RAaaS) – on-demand and online risk assessment, wherein prop-
erties of the cloud infrastructure are measured and modelled, in order to provide a continuous
risk assessment. These issues and concepts are discussed further in Section 3.

Perceptions of risk in the context of cloud computing are important to understand, for a number
of reasons. Such perceptions will inevitably influence decisions about cloud adoption, for ex-
ample, and the nature of the security controls that will be applied. Furthermore, in many cases,
risk assessments are augmented by, or primarily-based on, the views of experts, e.g., when us-
ing the Delphi method [LT75] for risk analysis. With this in mind, we have carried out a survey
on risk perceptions for the cloud, on an individual and organisational basis. To garner individual
perceptions of risk, we have implemented a survey questionnaire, which was disseminated to
members of the SECCRIT user and advisory board, and a number of other individuals. Mean-
while, to understand the organisational perceptions of risks of cloud usage, we carried out an
analysis of a university policy document, with respect to cloud computing. A key finding of
this analysis is the primary risks the institution foresees (and introduces protection measures
to address) are risks originating from the cloud provider via, what the institution perceives as,
inappropriate use of their data. Further details of these analyses are discussed in Section 5.

Two important factors, amongst others, that must be considered when understanding cyber-
security risks include: (i) the threats and their likelihood; and (ii) the vulnerabilities and an

Deliverable 3.1 Page 6 of 92



Copyright c© SECCRIT Consortium

indication of their severity. A key challenge when understanding the risks associated with cloud
computing is to determine those that are specific to the use of cloud. Without this understanding
it is challenging to determine the additional risk (or otherwise) that emerges from the use of
cloud. Therefore, to support an analyst to understand cloud-specific risks, we have developed
a cloud threat and vulnerability catalogue, which is described in Section 6. As a basis for
this catalogue, we have identified (based on previous research) a number of categories that
enable us to focus directly on cloud-related issues – the core of these categories is based on
the NIST essential cloud computing characteristics [MG11]. The catalogue was formed using
two methods: a structured analysis of the existing literature, from an academic and industry
perspective, and an analysis of the SECCRIT cloud architecture model, which is described in
SECCRIT deliverable D5.1 [Rol13].

Central to carrying out a risk assessment is an understanding of what are an organisation’s
security objectives, which typically relate to its business processes and assets. This basis
is required in order to understand how the various threats and vulnerabilities may affect an
organisation. In many cases, these objectives are very much organisation-specific, in that they
relate directly to their processes and assets. However, in Section 4, we discuss the potentially
different forms of security and resilience properties that an organisation may be concerned with,
and how they could be affected by the use of cloud computing. We discuss resilience objectives,
in particular, because the organisations that operate high-assurance ICT services will very likely
be concerned with these factors; this is in addition to those considered for classical security,
such as confidentiality, integrity and availability.

Through engagement with high-assurance ICT service providers, we have learned that one of
the largest difficulties they face, with respect to cloud computing, is determining the risk associ-
ated with adopting the cloud, versus continuing with their current deployment model. Or, stated
more plainly, it is not clear to organisations whether the risks outweigh the potential benefits.
To support organisations with this decision-making process, in Section 7, we define an exten-
sion to existing asset-driven risk assessment processes. In short, the process takes the results
from an existing (non-cloud deployment) and augments it with the risks associated with cloud
deployment by modelling a potential cloud offering, and augmenting the risk scenarios based
on this model. The SECCRIT threat and vulnerability catalogue can be used to support this
analysis. Furthermore, we show how the process can be applied through a video surveillance
system scenario, using the Verinice Information Security Management System (ISMS) tool.

A significant problem with risk assessment, and with cloud-based risk assessment in particular,
is determining meaningful values for the likelihood and severity of threats and vulnerabilities,
respectively. As a starting point to address this issue, in Section 8 we outline a number of
measurable properties of a cloud infrastructure that could be used to improve understanding
about these factors. These properties form the basis of what could be measured as a RAaaS
offering by a cloud provider. We will investigate the potential applicability of these measures in
future work in the project.

Finally, in Section 9 we briefly introduce issues around risk management for the cloud. Further
work in this area is required, for example, in providing specific guidance about the content and
nature of Service Level Agreements (SLAs), incident-response management processes, and
security controls that can be used to counteract the threats and vulnerabilities that are outlined
in our catalogue.
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2 Risk Assessment and Management Approaches

We present an overview of a number of existing standards and guidelines for critical infrastruc-
ture information security risk assessment and management. These standards and guidelines
can form the basis of understanding the risks associated with cloud adoption, alongside the
threat and vulnerability catalogue that is outlined in Section 6. More specifically, in Section 7,
we augment an existing risk assessment process, which can be used to obtain ISO 27001
certification, to enable an organisation to understand the risks associated with cloud adoption.

The ISO 27000 series of standards relate to information security management, risk manage-
ment and security controls. ISO 27001 “. . . provide a model for establishing, implementing,
operating, monitoring, reviewing, maintaining, and improving an Information Security Manage-
ment System.”1 The standards make use of the Plan-Do-Check-Act (PDCA) model to structure
the improvement process. Building on this, ISO 27002 is a code of practice for information
security, which outlines potential controls and control mechanisms that may be implemented
according to the guidance provided within ISO 27001. ISO 27003 focuses on providing help
and guidance for the implementation of an Information Security Management System (ISMS).
The next in the series, ISO 27004, provides guidance on the development and use of measures
and measurement for the assessment of the effectiveness of an implemented information secu-
rity management system and controls, as specified in ISO 27001. ISO 27005 covers informa-
tion security risk management. ISO 27006 offers guidelines for accreditation. In general, the
ISO 27000 standards primarily focus on security policies and security management strategies.
NIST SP800-53 [Joi13] is similar to the ISO 27000 standards, and lists and classifies security
control requirements, from which each security process should extract a baseline. Further-
more, it encompasses the risk management process, specifying all activities for the selection of
security controls to their application to an organisation’s information systems. Meanwhile, ISO
31000 provides principles, a framework and a process for managing risk and aims at improving
the identification of opportunities and threats, and effectively allocating and using resources for
risk treatment2. ISO 31010 provides information on risk assessment concepts, processes and
the selection of risk assessment techniques3.

Behnia et al. [BRC12] point out the range of differences between security analysis methodolo-
gies, including OCTAVE [Sof13], ISRAM [KS05], CORAS [dBDG+03] and several others. Fur-
thermore, the European Network and Information Security Agency (ENISA) maintains a repos-
itory of risk assessment standards, methods and tools from a European perspective [ENI13].
The Operationally Critical Threat, Asset and Vulnerability Evaluation (OCTAVE) method [Sof13]
can be used for identifying and managing information security risks. It contains methods,
techniques and tools for an asset-driven evaluation approach, focusing on security practices
and strategic issues, and self-direction. Similarly, Magerit is a risk analysis and management
methodology that has been developed in Spain [CGC06]. In a similar manner to OCTAVE, it is
driven by an analysis of the assets that are associated with an organisation.

The Magerit methodology has formed the basis for an information security management method
that has been developed as part of the EU-funded PRECYSE project4, which is focused on in-
dustrial control system security. Furthermore, specific to industrial control systems are the
ISA99 [Int13], the NERC CIP [Nor13], and the NIST SP800-82 [SFS11] standards. ISA99
proposes an approach that starts from the confidentiality, integrity and availability objectives
for information security, taking into account the specific priorities characterising automation

1http://www.iso.org/iso/home/standards/management-standards/iso27001.htm
2http://www.iso.org/iso/home/standards/iso31000.htm
3http://www.iso.org/iso/catalogue_detail?csnumber=51073
4The EU-funded PRECYSE project: https://www.precyse.eu
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systems with respect to standard IT infrastructures. The NERC CIP standards are published
by the North American Electric Reliability Corporation, and contain best practices for secur-
ing power systems. Finally, NIST SP800-82 provides best practices on architecture design
and security controls for SCADA and industrial control systems. According to a recent ENISA
study [LET+11], ISO 27002 for information security management is the most adopted standard,
followed by NERC-CIP, NIST SP 800-82, and finally ISA99.

3 Related work

In this section, we introduce items of notable related work that address issues associated with
conducting risk assessment for the cloud.

3.1 Cloud-oriented Risk Analysis

A number of cloud-specific risk assessment techniques and processes have been developed.
For example, Saripalli and Walters propose the QUIRC framework – Quantitative Impact and
Risk Assessment Framework for Cloud Security – for risk assessment in the cloud [SW10]. As
part of the framework, a set of security objectives are defined, using the acronym CIAMAU:
Confidentiality, Integrity, Availability, Multi-party Trust, Auditability and Usability. The latter three
objectives (MAU) relate specifically to cloud issues. Multi-party trust is important in the cloud,
as service deployment, e.g., in the context of a public or community provisioning model, re-
quires trust between the various stakeholders, and can be compromised by cyber-attacks. In
the QUIRC framework risks are determined by understanding the probability of a threat occur-
ring – a catalogue is given of cloud-specific and web-based threats – and its impact on the
aforementioned security objectives. This information is derived using Wideband Delphi analy-
sis [LT75] – an expert-driven analysis approach. For our risk measurement catalogue described
in Section 8, we similarly focus on security objectives and the risks to them.

Wang et al. propose to make use of attack-defence trees for carrying out a threat analysis
in the context of clouds [WLK+12]. Attacks trees [Sch99] are a well-known deductive threat
modelling approach that can be used to explore the potential ways an attacker can realise an
attack goal. Defence trees can be used to augment an attack tree, in order to explore how
protection measures hamper an attacker. Previous work has shown how attack-defence (or
simply defence) trees can be used to support decision making when considering the most
cost-effective protection measures to use [BDP06]. As we will discuss in Section 8, the major
shortcoming of an approach such as this in the cloud relates to garnering sufficient knowledge
about the various stakeholder’s infrastructure, which may be commercially sensitive, in order to
conduct the analysis.

The EU-funded OPTIMIS project5, amongst other items, carried out research into risk assess-
ment for the cloud, which is largely summarised in one of their deliverables [JKKD12]. In short,
the project developed a risk assessment method that can be applied at different stages of the
cloud service provisioning lifecycle – at deployment time and when the service is in operation.
Risk can be assessed from the perspective of a service provider or an infrastructure provider.
A number of functional components and a very high-level architecture have been identified to
support risk assessment from the perspective of the two identified stakeholders. The outcomes
from the risk assessment are used elsewhere in the broader OPTIMIS framework for the cloud,
e.g., in the context of access control (allowing new services to be deployed).

5http://www.optimis-project.eu/
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One aspect of the OPTIMIS risk assessment method addresses the issues associated with the
uncertainty of assessing different infrastructure providers (at the point of potential deployment),
caused by a lack of information provided by them. At the core of this is an approach called
Dempster-Shafer Analytical Hierarchy Process (DsAHP) [HGX08] – a technique to support
decision making using incomplete information about a number of criteria. The OPTIMIS project
highlight the following criteria that can be used to evaluate cloud infrastructure providers:

• Past Service Level Agreement (SLA) performance
This criteria relates to how well did the given cloud infrastructure provider meet its SLA
targets – failures result in higher risk measures; conformance reduces the risk. It is not
clear to which extent this, potentially commercially sensitive, information is published.

• Geographical information
The location of an infrastructure provider’s data centres and operations can affect risk
in a number of ways, e.g., because of jurisdictional threats (see Section 3.3), political
instability, or actual geographical phenomena, such as the propensity for earthquakes in
a region or the availability of reliable power sources.

• Certification and standards compliance
Compliance with standards requires the implementation of minimum best-practices within
an organisation, e.g., associated with information security management processes that
are outlined in the ISO 27000 series of standards. It is assumed that compliance leads to
a reduced risk.

• Business stability
The stability of a stakeholder organisation that form part of the cloud provisioning chain,
from a business perspective, can reduce the likelihood of contractual threats emerging,
for example, as discussed in Section 3.3.

• General infrastructure, security, and privacy practice
These are the general practices that an organisation puts in place to manage infrastruc-
ture, security and privacy aspects. In many cases, these are arguably the items that
will be challenging to assess as a third-party organisation in a multi-stakeholder cloud
deployment setting.

The use of these criteria and the DsAHP approach allows a service provider to compare the
risks associated with a number of cloud offerings, with incomplete information about each of
the criteria. As mentioned earlier, perhaps the most challenging aspect is acquiring meaningful
data about the internal practices of a third-party organisation.

Acknowledging the specific challenges of implementing risk assessment for the cloud, the con-
cept of Risk Assessment as a Service (RAaaS), whereby a continuous and on-demand risk as-
sessment can be performed, has been proposed by a number of researchers [TTG13, KP10].
Kaliski and Pauley suggest the following properties, which are aligned to NIST’s essential cloud
characteristics, of cloud computing that make it challenging to implement a risk assessment
[KP10], and therefore motivate the need for RAaaS:

• On-demand self-service
Automated on-demand service provisioning removes an important previously human op-
erator implemented control point, e.g., related to verifying security and privacy settings.
This leads to poor visibility with these aspects, thus hampering understanding of the risks.

• Broad network access
Network access via the Internet, for example, significantly changes the attack surface
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from being relatively static and understood, i.e., within an enterprise, to a dynamic set of
endpoints with varying and potentially unknown security postures and capabilities.

• Resource pooling
The impact on security of other tenants on a given set of services is not clear (see Sec-
tion 3.3 for a discussion on threats related to resource pooling); also, a priori knowledge
of resource availability is likely to be not forthcoming because of the varying demands of
tenants.

• Rapid elasticity
This property of cloud computing exacerbates the previous problems, and potentially ex-
tends the scope of a risk assessment from the (primary) cloud infrastructure provider and
customer to other sub-providers, which are invoked when scaling-out.

• Measured service
The systems that automatically collect metering data potentially represent a further vul-
nerability, thus introducing new risks that should be considered.

These issues are further compounded by the classic problem in information security risk as-
sessment of obtaining reliable historical statistical data regarding threat likelihoods. Theohari-
dou et al. propose a number of requirements for RAaaS [TTG13]: The service should support
the dynamic and continuous measurement of accurate, trusted and real-time data for a specific
cloud deployment. These measurements should be made using both comprehensive qualita-
tive and quantitative metrics, which are targeted to the cloud environment. Theoharidou et al.
argue that RAaaS should be supported by a knowledge-base, e.g., in the form of an ontology,
that collates the knowledge from publicly available resources, in order to address the lack of
statistical data. Finally, modelling tools should be developed to support the analysis of threats
in different attack and deployment scenarios. In Section 8, we define a number of metrics for
risk assessment in the cloud, which represent initial work in the direction of realising such a risk
assessment service.

3.2 Cloud Vulnerabilities

When performing a risk assessment it is necessary to understand the nature of the vulnera-
bilities associated with a target of evaluation, in this case, a cloud infrastructure. Grobauer et
al. [GWS11] have explored cloud-specific vulnerabilities – an important aspect when consid-
ering the risks associated with moving services to the cloud, or remaining with a conventional
deployment model. They approach this by initially defining what constitutes a cloud-specific
vulnerability. In summary, it is suggested that a vulnerability is cloud-specific if it:

1. “is intrinsic to or prevalent in a core cloud computing technology,

2. has its root cause in one of NIST’s essential cloud characteristics [MG11],

3. is caused when cloud innovations make tried-and-tested security controls difficult or im-
possible to implement, or

4. is prevalent in established state-of-the-art cloud offerings”

Regarding the first item above, there are arguably three core cloud computing technologies:
(i) web applications and services; (ii) virtualisation; and (iii) cryptography. Vulnerabilities as-
sociated with these could include hijacking or riding of web sessions, virtual machine escape,
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whereby a process acquires illegitimate access to resources outside the scope of its virtual
machine, and obsolete or insecure cryptography, respectively. The vulnerabilities associated
with NIST’s cloud computing characteristics are similar to those identified by Kaliski and Pauley
[KP10]. Furthermore, Grobauer et al. propose that challenges of implementing security con-
trols due to the nature of cloud technologies, such as virtualisation, represent cloud-specific
vulnerabilities. For example, in deployment models whereby tenants share an infrastructure,
potential limitations on the ability of a security analyst to perform vulnerability scans of the
infrastructure represent a vulnerability. Finally, vulnerabilities in state-of-the-art cloud service
offerings could include so-called injection vulnerabilities, such as SQL injection attacks, and
weak authentication – for example, contemporary cloud offerings typically make use of single-
factor authentication, in order to access services. In our work, we build on this classification of
vulnerabilities for the cloud, and further explore specific instances.

3.3 Cloud Threats

Molner and Schechter present a classification of cloud-related threats, not all of which relate to
cyber-attacks, that are both technical and non-technical [MS10]. Of course technical threats,
such as Denial of Service (DoS) attacks are of paramount importance. However, they suggest
that non-technical threats are just as pernicious, and describe the following classes of threat:

1. Contractual
These are threats that relate to contractual issues when using the cloud, such as bankruptcy
of one of the stakeholders in the provisioning chain, potential switching costs between
providers, and cost-overruns due to attacks that aim to maliciously consume resources
that must be paid for. Whilst these threats do not always relate to cyber-attacks, they can
nonetheless result in the reduced availability of a service.

2. Jurisdictional
These threats relate to potential indirect legal coercion, e.g., cease and desist requests
sent to the cloud infrastructure provider, and direct or indirect jurisdictional exposure from
copyright holders and law enforcement agencies, such as exposure to “secret searches.”

3. Organisational
Threats of this nature can be challenging to assess, and relate to items such as human
resources not being suitably screened and audited. An analyst can look to the application
of organisational quality management standards, such as those related to the ISO 9000
standards6, for determining whether these aspects are potentially being addressed.

Shared tenancy of a physical data centre infrastructure is one of the benefits of cloud com-
puting, e.g., in public or community cloud offerings. However, shared tenancy introduces a
number of potential new threats, which are explored by Molner and Schechter: Given potential
restrictions on forensic capabilities, caused by unwilling tenants, a threat of diminished audit,
detection, and incident response capabilities may occur. Another non-technical threat asso-
ciated with shared tenancy relates to so-called jurisdictional collateral damage – this threat
relates to situations wherein law enforcement agencies request the shutdown of a data centre
because of miscreant behaviour of one of its tenants. Finally, specific technical threats from
other tenants can occur, such as direct breaches, side-channel attacks, denial of resources
(via miscreant API usage) or resource theft, for example. We return to this classification in
Section 6, where we discuss cloud-specific threats in more detail.

6ISO 9000 – Quality management: http://www.iso.org/iso/iso_9000
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In general, risks from the insider threat – e.g., from disgruntled (ex-)employees – are challeng-
ing to estimate, but are often cited as one of the most likely threats to manifest, and can have
the highest impact. Increasingly, it is challenging for enterprises to determine the boundaries
of their organisation, in order to examine this threat – this is especially the case for cloud de-
ployment models that involve multiple stakeholders to realise a service. Abbadi et al. [ANM11]
describe a model and process that can be used to identify the insider threats in the context
of cloud computing. The process functions by identifying the components associated with a
cloud service (a model of these is provided), including the potential actions that can be carried
out on the components (at different cloud “layers”) and the credentials required to realise these
actions. Subsequently, the actors that have access to these credentials are identified, which
leads to a systematic understanding of the insider threat. A shortcoming of this approach is
that detailed information about the cloud infrastructure, the actors and their credentials are po-
tentially required, which may not be available in all settings, e.g., when a public cloud offering
is used. This is a problem with similar research that aims to develop models in a cloud con-
text that describe infrastructure, stakeholders and their credentials, in order to explore security
issues in relation to security objectives [BMP+13].

In order to support the practical analysis of threats in the cloud, the Cloud Security Alliance
(CSA) maintains a catalogue of top threats – currently, the catalogue describes nine threat
types [CSA13]. The threats are intended to reflect expert opinion on the current threat land-
scape for cloud. The current list of top threats include: (i) data breaches; (ii) data loss; (iii)
account hijacking; (iv) insecure APIs; (v) Denial of Service; (vi) malicious insiders; (vii) abuse
of cloud services; (viii) insufficient due diligence; and (ix) shared technology issues. As a
staring point, a risk analyst could explore the probability and potential impact of threats that
manifest for each of these classes.

3.4 Summary

In summary, to the best of our knowledge, there have been two general forms of activity in the
area of risk assessment for cloud computing: (i) developing understanding about the cloud-
specific threats and vulnerabilities, including ways to organise these items into categories; and
(ii) cloud-oriented risk assessment processes and methods. Regarding the development of
understanding of cloud-specific vulnerabilities and threats, some useful work has been done,
which is helpful for understanding risks in this context. However, threats and vulnerabilities are
typically considered separately, i.e., there has not been one overarching way to consider them.
In this deliverable, we bring these two complementary concerns together, and propose an over-
arching categorisation of threats and vulnerabilities, and systematically populate a catalogue.

A number of cloud-oriented risk assessment processes have been proposed. Many of these
are based on existing techniques and processes, which are augmented for the cloud. For the
most part, we would argue they are deficient in two major ways: (i) they do not provide specific
guidance on the risk of adopting cloud versus remaining with an organisation’s existing deploy-
ment model – a key concern for organisations that operate high assurance ICT services; and
(ii) little attention is paid to some of the specific challenges of conducting a risk assessment for
cloud-based services, including a lack of transparency between stakeholders and the dynamic
nature of the environment. In this deliverable, we provide steps that extend an existing risk
assessment, which can be used to determine the risks associated with using cloud computing.
As mentioned earlier, one approach to addressing some of the challenges of risk assessment
in the cloud is the notion of Risk Assessment as a Service (RAaaS). We suggest this concept
has a great deal of potential, but is still very much in its infancy. In this deliverable, we present
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initial indicators that could be measured as part of a RAaaS offering, with respect to the threat
and vulnerability catalogue that we have developed.

4 Security and Resilience Objectives

Before organisations can understand the risks from the cloud-specific threats and vulnerabilities
outlined in Section 6, they must attempt to understand their security and resilience objectives –
a target set of measurable security and resilience properties that could be affected by a threat
or vulnerability. These objectives relate to the business processes and ICT assets, e.g., in
terms of data and services, an organisation supports and implements. Sterbenz et al. have
developed a useful arrangement of measurable security and resilience properties that can be
considered [SHc+10]. This arrangement is depicted in Figure 1, with the measurable resilience
properties shown on the right-hand side of the figure.

Figure 1: The disciplines that are related to network resilience, with the measurable objectives
shown on the right

We briefly describe some of the pertinent security and resilience properties that are identified
in Figure 1 (a more complete discussion on these properties can be found in the article by
Sterbenz et al. [SHc+10]), and relate them to deploying high assurance ICT services in the
cloud:

• Confidentiality relates to the disclosure of information to unauthorised individuals or sys-
tems. As discussed in Section 6, there are a number of threats and vulnerabilities that are
specific to the cloud, which could lead to confidentiality being compromised. Confidential-
ity is a key concern when considering eGovernment services, for example, whereby the
private data of citizens is being handled. The SECCRIT project deliverable D2.2 on le-
gal fundamentals [BP13] discusses issues associated with European data protection law,
which (amongst other items) relates to issues of maintaining confidentiality. The deliver-
able outlines the various roles and obligations that exist with respect to European data
protection law.

• Integrity relates to ensuring the accuracy and consistency of data over its lifetime. As
discussed in Section 6, the integrity of data can be affected via the use of broad network
access technologies or the failure of virtual service migration.
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• Availability is the probability that a system will be operable when needed [SHc+10], and
for high assurance ICT services, especially for those that support critical infrastructures,
is often the key objective. Cloud computing can be used to improve the availability of
ICT services, via the use of virtualisation technology which can support tolerance to un-
derlying hardware failures, for example. However, a number of cloud-specific threats are
outlined in Section 6 that must be considered by a potential cloud user.

• Auditability relates to the aptitude of a system to be examined for correctness. In many
cloud offerings that involve multiple stakeholders, e.g., public and community offerings,
this objective can become compromised, e.g., because of a lack of transparency between
organisations.

• QoS measures are performability properties, such as delay, bandwidth and jitter. Be-
cause of the rapid elasticity characteristic of cloud computing, wherein services can be
migrated and scaled-out across an infrastructure, such quality of service measures could
be compromised between components that constitute a service, leading to degraded per-
formance.

Understanding the relative importance of these objectives with respect to an organisation’s pro-
cesses and ICT assets forms the basis of a risk assessment. We will show in Section 7.2 how
an understanding of the core security objectives – confidentiality, integrity and availability – can
be used to support an organisation as it tries to determine whether to adopt cloud computing
for its ICT services.

5 Perceptions of Risk in Cloud Computing

Risk perception is an important branch of risk studies, for some obvious reasons. First, risk
managers have to respond to what concerns individuals and organisations in society. A ‘risk-
based’ view of what matters is often helpfully objective, but ultimately what matters to most
governments and firms is what the public think. Second, expert risk assessments can often
be wrong. Sometimes this is through the limitations of scientific knowledge, and sometimes
because experts do not fully understand the conditions in which risks arise. Non-expert indi-
viduals, who may know a lot more about the particular context in which they operate, could
have a better idea of the specific risk they face than is conveyed by a generic expert assess-
ment. Third, the risk is often influenced by the behaviour of the individual risk bearers, i.e.,
those responsible for managing the risk, and their risk perceptions often matter in shaping this
behaviour.

A similar study to ours on risk perception was conducted by the EU-funded T-Clouds project [BHC13].
Given the different approaches to conducting the study, it is not readily possible to draw direct
comparisons between our results. The survey conducted by the T-Clouds project suggests that
their stakeholder’s highest risk concerns include “cloud specific attacks by externals, accidental
leakage of data and credentials, insider attacks (e.g. by cloud administrators), and insufficient
protection against more general IT security risks and attacks.” These items are captured in our
threat and vulnerability catalogue, which is presented in Section 6.

5.1 Cloud Computing Risk Questionnaire

To get a better understanding of the perceptions of risk for cloud computing, we created a
questionnaire. The aim of this questionnaire was to determine the risk perceptions of members
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of organisations that were either users or providers of cloud computing. The design of our
survey was based on:

• A distinction drawn between real-time risks and organisation-evolution risks. We were
interested in direct, short-term threats such as loss of confidentiality, integrity and avail-
ability. But we were also interested in the longer-term risks such as losing expertise that
might be needed in the future, and losing ultimate control of how services develop.

• A concern both with the degree of risk and the way in which people are held responsible
for it. Risks are conventionally defined in terms of probability and impact, so we asked
about these for various categories of risk. But creating a risk also creates responsibility
for controlling or managing it.

There were three parts to the questionnaire:

1. The first asked for information about the respondent and the organisation they belonged
to, including their views of what the main risks are and what kind of formal assessment
such risks get in the organisation.

2. The second asked for assessments for stated categories of short-term risks.

3. The third asked for assessments for stated categories of organisation-evolution risks.

The analysis of the questionnaire was to be largely descriptive, intending to find out what mat-
tered to organisations using and providing cloud services, and to find out whether differences
between organisations could be explained in a systematic way. One problem with managing
risk generally is that one party’s view of a risk, and its decisions about how to deal with it, can
increase the risk to another party. It therefore becomes important to understand how different
parties see risks and the way they are managed.

5.1.1 Questionnaire Method

The questionnaire was administered online. All members of the advisory board were asked to
complete it, and the researcher asked a range of personal contacts also to complete it. There
were 17 responses of some kind, and different items received different numbers of responses,
as indicated in the results that follow. The analysis was purely descriptive. An outline of the
questionnaire is attached as an appendix.

5.1.2 Questionnaire Results

In terms of the demographics, Figure 2 shows the relative numbers of users and providers of
cloud services, and the numbers in different industries. Figure 3 shows the length of (3(a))
personal then (3(b)) organisational experience in the main categories of cloud service, namely
IaaS, PaaS and SaaS.

Respondents were asked, as users, what applications they used as cloud services. There were
eleven responses, and applications included (in the respondents’ descriptions):

• Email, calendars, contact databases

• Data storage
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Figure 2: Demographics of the respondents of the SECCRIT risk perceptions questionnaire
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Figure 3: The amount of experience the questionnaire respondents have with cloud computing

• Security services

• Social media

• Online payments

• Network planning tools

• Research applications

Respondents were asked what they thought were the main vulnerabilities of cloud services,
in an open question, before being asked to rate risks in given categories. There were twelve
responses (one of which was ‘no idea’), which are tabulated verbatim in Table 1. The first
and tenth entries are from service providers, the others are from users or potential users. The
responses point to the wide range of concerns that are associated with cloud computing, and
considerable differences between the concerns of different individuals in different organisations.

Respondents were then asked, again in an open question, what risk assessment procedures
their organisations applied to cloud computing. Again, it is worth quoting the non-null responses
verbatim. The first and seventh entries, shown in Table 2, are from service providers, the
remainder from users. Null responses presumably indicated that respondents did not know
what risk assessments were being used, although they might also have indicated that there
were no cloud-specific procedures. Again there is considerable variety in the responses.
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Table 1: Perceptions of vulnerabilities in cloud services

No. Vulnerability

1 Denial of Service / Outage; Data Confidentiality; Various application exploits due to
limited security patching / endpoint protection; Unauthorised access (including fail-
ures in privilege escalation or internal attacks)

2 Delays due to Internet connectivity bandwidth variations.
3 Virtual machine escape; Session riding and hijacking; Insecure or obsolete cryptog-

raphy.
4 Common known protocols and systems; Physical intrusion outside the own scope
5 Vulnerabilities exists in all technologies which are used in cloud computing such as

virtualisation, Web 2.0 and SOA
6 Data Storage infrastructure; Network servers; storage servers; storage locations
7 Jurisdiction; Ownership of records and data; Availability of metadata; Audit capabili-

ties; Rigidity of SLAs; Security; Preservation (as opposed to storage), retention and
disposition

8 Data protection; User authentication
9 Confidentiality issues
10 Forms of denial of service that impact KPIs such as response latency
11 Failure; Denial of service; Privacy violations
12 The lack of a reporting structure for Cloud Services to tell users that their data may

be at risk. The more popular a service is the more likely it will be targeted.

Table 2: Risk assessment procedures used by respondents organisations that are applied to
cloud computing

No. Procedures

1 Corporate Cloud Security Standard that is compliant with a mix of generic ISO and
other vertical / mission-specific security or information assurance standards

2 In addition to the ISO standards we assigned an agency with intrusion detection
3 We do risk assessment of our devices in organisation
4 I am not aware of anything systematic
5 Calpana Crisam (http://www.calpana.com/)
6 Our concerns are currently blocked by legislative restrictions on where we can store

our confidential data (neatly all our data potentially contains content covered by pri-
vacy laws)

7 We ask providers to abide to our internal best practice requirements
8 SLA
9 A qualitative risk assessment is used to identify if user data or authentication methods

are exposed to attack. A statement of the security measures available at the Cloud
Service provider is requested

In terms of the respondents’ risk judgments, they were asked to rate both probability and impact
of several categories of direct risk, using a number of options: unsure, very low (1), low (2),
moderate (3), high (4), and very high (5). Probability and impact were multiplied to get a risk
rating, and Figure 4 shows the mean rating, plus or minus one standard deviation for each
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category. The dominant risks are those of denial of service and threats of ‘social engineering’,
and the risk of least concern was risk arising from having one user’s data being co-located with
another, highly targeted user.
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Figure 4: Judgment of direct risks by respondents, which are associated with cloud computing

There were only two respondents who claimed to belong to a service provider, so it is not
possible to test whether users’ and providers’ judgments differed significantly. Looking at the
response of the two providers, moreover, shows that they made very different judgments. Fig-
ure 5 shows their probability and consequence ratings for the different risk categories.
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Figure 5: Cloud service providers risk probabilities and consequences for cloud threats

All respondents were asked to say whether each of several actors should take responsibility
for these risks. Assigning a 1 to an actor for responsibility, and 0 for no responsibility, Figure 7
shows the total mass of responsibility attributed to each actor for each risk. Service providers
carry the most attributed responsibility: the role of users and their system managers depends
very much on the risk. Overall responsibilities are shown in Figure 6:
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Respondents were also asked to rate risks categorised according to the element of the system
at risk. These were rated on dimensions of vulnerability and impact. Figure 8 shows the product
of the two, as mean plus or minus one standard deviation. The riskiest elements of the system
in respondents’ aggregate judgments were application software and the cloud service provider
organisation, and network services the least risky, but there is not a great deal of variation.
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Figure 8: Measure of risk – the product of vulnerability and impact indicators – for different
system elements

Longer-term risks, like direct risks, were rated on two dimensions – probability and impact.
Again, we can use their product as an index of risk. Figure 9 shows risk ratings, in terms of
mean plus or minus one standard deviation. The long-term loss of in-house IT capability was
the risk of least concern, whereas the difficulty of tracing security failures was of the highest.
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Figure 9: Longer-term risks – the product of vulnerability and impact indicators – emerging from
cloud computing use

Three respondents also provided responses under the ‘other’ category. One in particular iden-
tified other long-term risks as:

• “Loss/fragmentation of IT security operations including assurance, compliance and secu-
rity patch management (Likelihood: 4, Impact: 4)”

• “Loss of control over IT governance (Likelihood: 2, impact 4)”

• “Cloud provider lock-in (Likelihood: 4, Impact, 4)”
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Another stated “Data confidentiality, privacy, issue of Trust, access, regulations, compliance.”
And the third cited “Foreign legislation requiring access to our systems,” and referred specif-
ically to the National Security Agency (NSA). One respondent also pointed out that the an-
swers to some of our questions depended on who was providing the cloud service, particularly
whether they were large-scale providers or small ones. Averages could not be taken as being
representative of either.

5.2 Analysis of Organisational Policies as Expressions of Organi-
sation Risk Perception

The need to work out what risks matter to people, how they respond to them, whether they
agree with one another and so on, makes it important to study risk perception. But, as Tier-
ney (1999) [Tie99] points out, we have to focus on organisations rather than individuals in
order to understand risk and how it is responded to. Therefore, accompanying the survey on
individual responses on risk associated with cloud computing, it is necessary to look at organi-
sational responses. Perhaps the best way of doing this is to analyse the policies or other formal
frameworks that organisations construct. These are, to varying degrees perhaps, deliberately
constructed, collective responses that have enough credibility within an organisation to be pub-
lished in some form. They should reflect the kind of risks that have organisational significance,
and then describe the kinds of things that an organisation thinks it can do to deal with the risks.

5.2.1 Organisational Policy Analysis Method

Within the context of the SECCRIT project, we have only been able to demonstrate the kind
of analysis that this would involve. Our analysis is based on the published cloud computing
services audit of one particular organisation, a university. The content of the audit is likely to be
very different from those in a commercial or governmental user of cloud services, or from those
in a cloud service provider.

The method is essentially that of qualitative, grounded analysis. A text is read, categories
are produced in the course of reading that – for the reader – capture what is essential to the
meaning of the text, and the analysis then proceeds towards more abstract themes to generate
some kind of theory. There is a process of ‘constant comparison’ through which parts of the
text, and the categories used to organise them, are continually revisited in the process of finding
theory. The aim is usually to avoid preconceptions as far as possible. In this case, there is a
rather obvious notion that policies will 1) say things that help us understand what risks have
been noticed and become significant to the organisation; and 2) say things that express what
can and should be done about such risks.

5.2.2 Analysis Results

The immediate product of the analysis is shown in Table 3, containing a series of fragments
from the document. Each is categorised either as identifying a risk, or identifying a risk control.
Types of risk and types of controls are then distinguished. Some general points can then be
inferred from this:

1. Risks are mostly related to concerns with the provider’s current and future intentions.
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2. Only one risk concerns security of the service, with respect to only one specific service,
and the text provides two URLs but does not expand on this risk – saying merely that it is
’worthy of note’.

3. The only formal control device is categorisation of data, with rule saying whether each
category can be stored or transmitted via a cloud provider.

4. Informal controls consist of advice on redundant storage, encryption action, and ad hoc
contracts.

5. Specific cloud services are itemised, indicating that the organisations expects to assess
risk separately for different services, but the assessments are mostly similar, and there
are statements of general concern such as “. . . no cloud-based service has been identified
which is appropriate for Personal or Restricted data. . . ”

5.2.3 Organisational Analysis Conclusions

The results broadly speak for themselves. This organisation is more concerned with risk orig-
inating in the service provider than in third parties attacking the service provider’s facilities.
And it mainly deals with this risk by setting simple organisational rules specifying what kind of
information cloud services can be applied to. Repeating this simple analysis across multiple
organisations would have several benefits:

1. It would help the organisations to learn from their peers (for example, other users) what
kinds of risk others have identified, and what controls they have identified.

2. It would help us look for discrepancies between service providers and service users that
seem likely either to constrain levels of trust below what is reasonable, or indicate levels
of trust that are above what is reasonable.

3. It would help us look for inconsistencies in risk identification or risk control that might
be problematic. It might point to unnecessary controls, to contradictory controls or to
mutually supporting redundant controls (where one organisation’s risk controls – for ex-
ample, restrictions on its legal liability – create risks for the other organisation which has
to implement controls in response).
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Table 3: Extracts from the policy document used as part of the organisational risk perception analysis

Section Subsection Fragment Main category Sub category Sub category

Introduction “Anecdotally, the use of cloud based services is widespread at the institu-
tion”

“people are concerned and eager to have direction on the safe use of such
services”

“the findings of an initial audit (in July 2012) of a few of the cloud based
services known to be in use”

iCloud Issues “Terms and Conditions, or nature of service can change without notice” Risk Risk to ser-
vice terms

Issues “No guarantee that data stays within the EU and US” Risk Risk to data
location

Issues “The right to change data in transmission is reserved” Risk Risk to data
stability

Usage “Personal Data: Not permitted ; Restricted: Not recommended ; Confiden-
tial: Permitted ; Ordinary: Permitted”

Control Permissive
rule

Usage “it is not always clear when the service is being used. For example, opening
an attachment to a piece of mail within ’Pages’ will implicitly move it to
iCloud if Pages synchronisation is activated”

Risk Risk to usage

Gmail Issues “. . . When you upload or otherwise submit content to our Services, you give
Google (and those we work with) a worldwide license to use, host, store,
reproduce, modify, create derivative works (such as those resulting from
translations, adaptations or other changes we make so that your content
works better with our Services), communicate, publish, publicly perform,
publicly display and distribute such content. . . ”

Risk Risk to data
privacy

Issues “Terms and Conditions, or nature of service can change without notice” Risk Risk to ser-
vice terms

Issues “No reference to where data is stored, hence no guarantee it remains in EU
or under safe harbour”

Risk Risk to data
location

Usage “Personal Data: Not permitted ; Restricted: Not recommended ; Confiden-
tial: Permitted ; Ordinary: Permitted”

Control Permissive
rule

Usage “Although personal data must not be transmitted via email within the insti-
tution, automatic forwarding to Google mail would exacerbate any break of
that policy”

Risk Risk to usage
transparency

D
eliverable

3.1
P

age
25

of92



C
opyright

c©
S

E
C

C
R

IT
C

onsortium
Section Subsection Fragment Main category Sub category Sub category

Evernote Issues “Terms and Conditions, or nature of service can change without notice” Risk Risk to ser-
vice terms

Issues “No guarantee that data stays within the EU and US” Risk Risk to data
location

Issues “A superseding agreement can be negotiated” Risk Risk to ser-
vice terms

Usage “Personal Data: Not permitted ; Restricted: Not recommended ; Confidential:
Permitted; Ordinary: Permitted”

Control Permissive
rule

Usage “It is easier to identify when Evernote is being used than it is with iCloud, but
caution is still recommended to ensure that personal data is not inadvertently
moved into an Evernote account”

Risk Risk to usage
transparency

Usage “If the institution wanted to pursue the use of a particular cloud-based service
for use with Personal and Restricted data along with Confidential and Ordi-
nary, it may be possible to draft an agreement with Evernote for a superseding
agreement which ensures that data stays in the EU”

Control Ad-hoc con-
tract

Dropbox Issues “. . . ‘If you are using the Services on behalf of an organisation, you are agree-
ing to these Terms for that organisation and promising that you have the au-
thority to bind that organisation to these terms’. . . ”

Risk Risk to per-
sonal liability

Issues “. . . ‘We may also remove any content from our Services at our discretion’. . . ” Risk Risk to ser-
vice terms

Issues “Terms and Conditions, or nature of service can change without notice.” Risk Risk to ser-
vice terms

Issues “No guarantee that data stays within the EU and US, though does claim to
adhere to the US Safe Harbor laws.”

Risk Risk to data
location

Usage “Personal Data: Not permitted* ; Restricted: Not recommended ; Confidential:
Permitted ; Ordinary: Permitted”

Control Permissive
rule

Usage “it is easier than with some other cloud based services to apply further levels
of security to files and still make them accessible via Dropbox. Hence, if there
were unavoidable circumstances in which personal data needed to be stored
on Dropbox, that, though not recommended, may be permitted as long as the
file containing the data is separately encrypted”

Control Encryption
action

Usage “There have been security issues with Dropbox, which are worthy of note [cites
URLs]”

Risk Risk to data
security
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Section Subsection Fragment Main category Sub category Sub category

Advice “Do not use cloud-based services to hold personal data unless it is indepen-
dently encrypted, using a recommended encryption mechanism”

Control Encryption
action

“Do not assume that your right to the Intellectual Property of documents held
in the cloud is unchanged by storing the information there – many claims are
made that you forgo certain rights through your use of certain cloud services”

Risk Risk to in-
tellectual
property
ownership

“As with advice on the use of mobile devices, do not rely on cloud-based ser-
vices to provide more than a secondary copy of data; ensure that primary
copies are held on University systems that offer suitable backup provision”

Control Redundant
storage

Conclusion “whether that usage represents risk to information security is dependent on
the category of information being shared”

“may be difficult to ensure that audit results remain up-to-date” Meta-risk
“Dropbox’s claim that someone in an organisation accepts liability for the use
of the service on behalf of the organisation; this requirement challenges the
University to have an explicit policy about the use of their service”

“To date, no cloud-based service has been identified which is appropriate for
Personal or Restricted data (based on their public terms and conditions)”

Control Permissive
rule

“especially in the cases where it is not obvious when a cloud based service is
being used (e.g. iCloud and Google mail with automatic forwarding)”

Risk Risk to usage
transparency
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6 SECCRIT Cloud-related Vulnerabilities and Threats

In this section, we describe a catalogue of vulnerabilities and threats that apply when deploy-
ing high-assurance ICT services in the cloud. These can be used as a basis for carrying
out a risk assessment. To compile this catalogue, two core activities were carried out: (i) a
structured analysis of related material on cloud computing threats and vulnerabilities; and (ii)
an architectural analysis, based on the SECCRIT architectural model. Figure 10 shows the
management view of this architecture, which illustrates the interfaces used for deployment and
management. It is necessary to point out that this view shows logical components and the
interfaces between them only. In a commercial deployment, central components like the Ten-
ant Infrastructure Management System are expected to be highly available by using suitable
redundancy mechanisms. Thereby, single points of failure are avoided and the risk of them
failing is deemed negligible. An in-depth discussion of the SECCRIT architecture can be found
in Deliverable D5.1 [Rol13].

Figure 10: The SECCRIT cloud management architecture for critical infrastructure services

We have analysed this architecture for threats and vulnerabilities that do not exist in deploy-
ments using a box-model, i.e., when a service is run in a purpose-built environment, and not in
the cloud. Furthermore, we analysed the differences in challenges to the operation of critical
infrastructure services running in cloud environments. For the latter, we first had to compare the
various options of how services can be run in cloud environments and compared them with the
box-model. The box-model mode of operation is shown in Figure 11(a). Again, the figure shows
a logical view; the service usually consists of a set of components cooperatively providing the
specified service – these components are represented by the green box label “CI Service.” The
simplest approach to virtualising such a service is to take the existing software, install it into a
virtual machine (VM) image and execute it on top of a virtual machine manager (VMM). The
VMM provides an abstraction from the underlying hardware, which we just call “compute” – the
compute hardware can be any computing platform: Intel’s x86 platform and ARM platforms are
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dominant in data centre environments. Figure 11(b) shows this simple approach to virtualisa-
tion. From the critical infrastructure service point of view, the VM, VMM, and compute node
constitute the platform it is running on.

(a) Purpose-built HW (b) Virtual Environment

Figure 11: A critical infrastructure service running on purpose-built hardware versus within a
virtualised environment

6.1 The SECCRIT Vulnerability and Threat Catalogue

As shown in Figure 12, we have organised the catalogue in a similar manner to Groubauer
et al. [GWS11], by arranging them primarily into the five NIST essential cloud characteris-
tics [MG11]: (i) on-demand self-service; (ii) broad network access; (iii) resource pooling; (iv)
rapid elasticity; and (v) measured service [MG11]. Furthermore, we include categories that re-
late specifically to virtualisation as a key enabling technology, important organisational issues,
the underlying physical cloud infrastructure, security and resilience control implementation chal-
lenges, and issues associated with contemporary cloud offerings. For each of the threats and
vulnerabilities, we highlight the primary security and dependability objectives they affect – con-
fidentiality (C), integrity (I) and availability (A) – they affect and, when possible, point to related
material that can be used to obtain further details.

6.1.1 On-demand Self-service (ODSS)

The ability to automatically provision resources without the need for human-operator inter-
vention – so-called on-demand self-service – is one of the fundamental characteristics of
cloud computing [MG11]. Typically, this provisioning is undertaken via a management inter-
face by the cloud user. Whilst this introduces a greater degree of flexibility and convenience,
a number of security vulnerabilities and threats consequently emerge. For instance, Kaliski
and Pauley [KP10] highlight this form of automation removes an important, previously human-
operator-implemented, control point, e.g., related to verifying security and privacy settings, thus
leading to poor visibility regarding these aspects (ODSS-1).

Furthermore, the use of a remote management interface to implement on-demand self-service
introduces a number of vulnerabilities and threats that would otherwise not exist. Grobauer et
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Figure 12: The SECCRIT threat and vulnerability catalogue categories

Table 4: On-demand Self-service-related vulnerabilities and threats

On-demand Self-service
ID Description Type Obj Refs

ODSS-1 Loss of human-operated control point to verify
security and privacy settings

Vu C-I-A [KP10]

ODSS-2 Poor authentication, e.g., single-factor authen-
tication, on the cloud management interface

Vu C-I-A [GWS11]

ODSS-3 Denial of Service (DoS) attack against the the
cloud management interface

Th A [MR04,
CXZB11]

ODSS-4 Failure of the cloud management interface Th A
ODSS-5 Man-in-the-middle attack on the management

interface
Th I [CCR09]

ODSS-6 Uncontrolled request for resources Th I

al. [GWS11], for example, highlight that in many cloud offerings poor, i.e., single-factor, au-
thentication techniques are used to access such interfaces (ODSS-2). Clearly, the failure of
the management interface for various reasons, including misconfigurations or software faults,
represent a threat if the interface is required and proves to be unavailable (ODSS-3). This prob-
lem could be particularly pernicious if resources are needed to be provisioned via the interface
in response to an unusual increase in service demand. Similarly, the management interface
can be susceptible to a number of threats by malicious actors, such as (Distributed) Denial of
Service (DoS) attacks (ODSS-4) [MR04, CXZB11], which can result in a lack of availability of
the interface, and man-in-the-middle (MITM) attacks (ODSS-5) [CCR09], which can result in a
cloud service provider’s user account being hijacked, for example. Furthermore, full automa-
tion of the service deployment and life-cycle management system poses the risk of high costs
if the interface to the virtual resource management malfunctions due to a software bug and re-
quests resources in an uncontrolled manner. Specific care should be taken if the management
interface is accessed via public networks, as we will discuss next.
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6.1.2 Broad Network Access (BNA)

The characteristic “broad network access” relates to the capability that cloud services can be
accessed via standard network mechanisms, such as the Internet protocol suite, that promote
the use of a range of end-user device types [MG11]. From a deployment perspective, this
can involve the use of the public Internet, or some other form of wide-area network. This is a
departure from many non-cloud-based deployments, whereby services are typically accessed
via protected local-area networks, and in some cases – particularly in the critical infrastructure
sector – using proprietary or specialised (application-level) protocols.

Wide Area NetworkLocal Area Network

User Service

User Service

UserService

User Service

a)

b)

c)

d)

Figure 13: Potential network arrangements when deploying remote services

The use of wide-area networks to access services, as in some cloud deployment models, can
significantly affect exposure to various threats and vulnerabilities. The potential service access
configurations, i.e., via the use of local versus wide-area networks, are depicted in Figure 13.
Scenarios (a) and (b) in Figure 13 represent current typical (non-cloud based) deployment
models, whereby a service is hosted on an enterprise local-area network (LAN), and is either
(a) accessed by a user via the LAN or (b) remotely using a virtual private network (VPN),
for example. In terms of exposure to the vulnerabilities and threats associated with broad
network access, which are shown in Table 5, arguably the private cloud deployment model,
when services are hosted on the user’s premises to a single tenant, is the same as not using
the cloud at all. Scenarios (c) and (d) are indicative of cloud deployments, whereby services
exist remotely and are accessed via a wide-area network – these scenarios map to the private
(single tenancy using remote hosting), community, public and hybrid cloud deployment models
– and are arguably more exposed to the items shown in Table 5. The means of access to
such deployments and the various entities involved are depicted in Figure 14. It illustrates the
dependencies introduced on network providers and their infrastructure as well as the increase
in attack surface. Distinguishing an attacker from a legitimate user on the cloud is a very
challenging task, especially as the attacks can be launched from the Internet (a public resource)
but also from within the same data centre (BNA-5).

Broad network access makes the aforementioned cloud deployment models more suscepti-
ble to attacks that exploit the vulnerabilities that are inherent in the Internet protocols (BNA-
1) [GWS11]. For example, there are well-known security issues associated with the Border
Gateway Protocol version 4 (BGPv4), which is responsible for inter-domain routing in the Inter-
net [BFMR10]. Furthermore, given the pervasive nature of using wireless access network tech-
nologies, the security issues associated with wireless networks need to be considered, such
as those discussed by Sheldon et al. [SWYP12]. For an indication of how network services
typically fail, we refer the reader to ENISA’s “annual incidents report,” which summarises the
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Figure 14: Access to CI services on a public cloud infrastructure

Table 5: Broad network access-related vulnerabilities and threats

Broad Network Access
ID Description Type Obj Refs

BNA-1 Inherent vulnerabilities in the Internet protocols Vu C-I-A [BFMR10,
SWYP12]

BNA-2 Denial of Service (DoS) attack against the
cloud infrastructure via the public network in-
frastructure.

Th A [MR04,
CXZB11]

BNA-3 Loss of wide-area network connectivity, e.g.,
due to misconfiguration, hardware failures, etc.

Vu A [cS13]

BNA-4 Man-in-the-middle attack on the user’s public
access network, e.g., a public WiFi infrastruc-
ture.

Th C-I [CCR09,
WL03]

BNA-5 Denial of Service (DoS) attack against the CI
service via the public network infrastructure or
from within the data centre

Th A

significant incidents in electronic communications that are reported by Member States as part
of implementing Article 13a [DKL13]. In a similar fashion to threats associated with on-demand
self-service, broad network access introduces an increased potential for DDoS and MITM at-
tacks (BNA-2 and -4), for example [MR04, CXZB11, CCR09]. In addition to the security issues
associated with broad network access, cloud deployments that make use of wide-area net-
works, which are provided by third-parties, are arguably more susceptible to challenges such
as misconfigurations and hardware failures, which can lead to a loss of connectivity (BNA-3).
A taxonomy of such challenges has been developed by Çetinkaya and Sterbenz [cS13]. From
an end-user perspective, these challenges can be difficult to diagnose [MSWA03], which could
result in longer periods of service downtime.
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6.1.3 Resource Pooling (RP)

Resource pooling relates to the ability of cloud infrastructure providers to provision their re-
sources to multiple tenants, with physical and virtual resources being allocated based on con-
sumer demand [MG11]. This capability is depicted in Figure 15. An implication of this is that
consumers may not be completely aware of the precise location of services, as a number of
data centres could be used to implement resource pooling by a provider. Also, it may be the
case that a consumer will have limited knowledge of the other consumers they have been
pooled with by a provider – some of these consumers may engage in nefarious activities, re-
sulting in both technical and organisational threats. For example, a denial of resources attack
could be instigated by a miscreant tenant via so-called API key misuse in IaaS and PaaS offer-
ings (RP-1) [PMS13, Lem12]. A more subtle threat to data confidentiality may occur if suitable
precautions are not taken to sanitise disk and volatile memory after a service (virtual machine)
is terminated or migrated. Reconstructible remnants of data could be recovered by a malicious
tenant that is subsequently allocated these memory resources (RP-3) [GWS11].

Figure 15: CI services sharing the compute node with other services and consumers

In many cases, services are constructed using a number of interacting components (or sub-
services). In the aforementioned box-model form of service deployment (see Figure 11), these
components usually execute within the same trust domain, e.g., on the same physical device.
However, in the cloud, these components may have to interact across different trust boundaries,
e.g., across a data centre network, thus introducing the need for suitable security protection
measures between interacting components. (This aspect of the transformation is depicted in
Figure 16.) For example, this could include using IPSec between components or introducing
firewalls – if these are not sufficiently provisioned, interactions between components represent
a significant vulnerability (RP-8). Ways to identify trust boundaries, component interactions
and the relevant threats can be discovered using structured analysis techniques, such as the
Microsoft STRIDE method. An example of how this can be achieved is described by Klöti et al.
in the context of a security analysis of OpenFlow networks [KKS13].

Another potential threat relates to the over-subscription of resources by the cloud infrastructure
provider; these can include compute (RP-4), network (RP-5) and storage (RP-6) resources [BWT12].
This could occur because providers may wish to maximise the financial benefit from resource
pooling, therefore running their infrastructure close to capacity, alongside unusual service de-
mands.
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Table 6: Resource pooling-related vulnerabilities and threats

Resource Pooling
ID Description Type Obj Refs

RP-1 Denial of resources via miscreant API usage
from a tenant

Th A [PMS13,
Lem12]

RP-2 Jurisdictional collateral damage, e.g., shut-
down request because of miscreant use from
a malicious tenant

Th A [MS10,
Vek13]

RP-3 Data recovery vulnerabilities, e.g., unautho-
rised access to data in memory or on disk from
previous users

Vu C-I [GWS11]

RP-4 to
6

Over-subscription of the compute (4), storage
(5), and network (6) resources by the cloud in-
frastructure provider

Th A [BWT12]

RP-7 Collateral damage from a tenant being attacked
when insufficient tenant separation is employed

Th A [SKGK10,
TJA10]

RP-8 Insufficient protection between virtual service
(components) that must interact across “un-
trusted” regions of a data centre

Vu C-I-A [KKS13,
H+06]

Figure 16: Exposure of formerly private interfaces to the outside

Furthermore, resource pooling introduces potential technical and organisational threats that are
associated with so-called “collateral damage”. From a technical perspective, this could include
collateral damage from a DDoS attack targeted at (or originating from) a tenant that shares
the same infrastructure – common resources, such as network access bandwidth, could be
affected [SKGK10, TJA10] (RP-7). On an organisational level, Molnar and Schechter [MS10]
highlight the potential for collateral damage occurring because of a “cease and desist” request
from a law enforcement agency, resulting from miscreant behaviour by one of the tenants, to a
cloud infrastructure provider (RP-2) [Vek13].

Of course, these vulnerabilities and threats are relevant only to the community, public and hybrid
cloud deployment models, i.e., private cloud offerings, to a great extent, are not affected.

6.1.4 Rapid Elasticity (RE)

One of the benefits of cloud computing is the ability to add resources on demand when the load
of the running service increases [MG11]. This ability is called elasticity and can be realised in
two ways. Up-scaling is the dynamic addition of virtual resources by the VMM, e.g., providing
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additional CPU or memory to the VM. If the guest operating system (OS) within the VM supports
scaling-up, these resources are immediately available to the service. If no more resources are
available on the compute node or scaling-up is not supported by the guest OS, scaling-out
is an alternative. Out-scaling means that additional resources are provided by a new VM.
A service needs built-in functionality to use such distributed resources, e.g., load balancing,
session scheduling, etc. The new VM can either be provided on the same compute node (see
Figure 17(a) or on a remote compute node (see Figure 17(b).

(a) Local scaling (b) Cloud scaling

Figure 17: Scaling out of services on the cloud

Whilst there are numerous benefits associated with elasticity, such as the ability to respond to
transient peaks in user demand (e.g., a flash crowd), it introduces a number of potential vulner-
abilities and threats. If it is assumed that resources will be available for scaling-up and -out, and
if they prove not to be available, the availability of a service could be compromised. This is the
case for compute (RE-1 and -4), network (RE-2 and -5) and storage (RE-3 and -6) resources.
As mentioned earlier, scaling-out involves instantiating new virtual machines, on different hard-
ware, in order to provide additional resources to a service (Figure 17(b)). This arrangement can
introduce some problems if service deployment constraints are neglected in life-cycle manage-
ment: certain Quality of Service (QoS) requirements may need to be fulfilled in the data centre
network between components (which are executing on distinct hardware in a data centre), e.g.,
related to network delay. If these are not fulfilled, for example, because of poor virtual machine
placement strategies, a service may fail to function correctly (RE-7). Similarly, virtual machines
may become disconnected as a consequence of scaling-out, if they are placed behind a firewall
that prohibits the required connectivity, for example (RE-8). Moreover, scaling-out of complex
service functions requires more sophisticated scaling functions compared to state-of-the-art;
for example, a firewall protecting a service function can be provisioned on a separate VM. If
the service function is scaled-out but not the firewall, the service function may become vul-
nerable to attacks. Alternatively, if the scale-out does not respect the service function chain
dependencies, the resulting deployment might deliver a degraded or incorrect service (RE-9).

Virtual service migration enables virtual machines to be moved between different underlying
physical infrastructures. There are a number of approaches to virtual service migration, both
within and across geographically (and topologically) distinct data centres, known as local and
wide-area migration, respectively [FFCdM11, CFH+05]. Migration has a number of benefits,
including improved tolerance to hardware faults, natural phenomena such as floods, power
outages, and performance benefits brought about by migrating service topologically closer to
their clients [FFCdM11].

Despite these benefits, a number of technical and legal issues arise. In many countries and
at a European level there are regulations that dictate the jurisdictional region that certain data,
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Table 7: Rapid elasticity-related vulnerabilities and threats

Rapid Elasticity
ID Description Type Obj Refs

RE-1 to
3

Insufficient underlying (1) compute, (2) network
and (3) storage resources for scaling-up

Vu A [BWT12]

RE-4 to
6

Insufficient underlying (1) compute, (2) network
and (3) storage resources for scaling-out

Vu A [BWT12]

RE-7 Scaling-out leads to performance issues be-
cause virtualised services that require certain
network Quality of Service (QoS) requirements
are not fulfilled

Th A

RE-8 Scaling-out leads to the disconnection of asso-
ciated virtual machines

Th A

RE-9 Scaling-out violates service function chain de-
pendencies and leads to unprotected instances
or malfunction of service

Th I-A

RE-10 Failure of a migration process within a cloud
data centre infrastructure (local-area migration)

Th A

RE-11 Failure of a migration process across different
cloud data centre infrastructures (wide-area mi-
gration)

Th A

RE-12 Virtual service / data migration outside of ac-
cepted jurisdictional boundaries, e.g., critical
infrastructure or eGovernment data leaving the
EU.

Th C [BP13]

RE-13 Redundant service components are migrated
to the same compute node; thus, they are sub-
ject to simultaneous failure.

Th A

RE-14 Information loss during VM migration. Th A

e.g., related to the personal data of citizens, is allowed to reside. Unless explicitly requested,
this may be challenging to track – these regulations could be breached when multi-national
cloud providers are used (RE-12) [BP13].

From a technical perspective, virtual service migration may fail for a number of reasons, e.g.,
because of the issues highlighted in Section 6.1.2 relating to broad network access. This is
possible for both local (RE-10) and wide-area (RE-11) migration of virtual services. Addition-
ally, data may be lost during virtual service migration, which may not result in a service failure
(RE-14). As a way of improving the fault-tolerance of a service and data, they may be pro-
visioned in a redundant manner in distinct failure domains, e.g., on different racks in a data
centre [PJGLSAH11]. However, if not configured correctly, redundant components may be lo-
cated on the same compute node, thus resulting in a service failure if that node fails (RE-13).

6.1.5 Measured Service (MS)

The basis for the automatic control and optimisation that can occur in cloud offerings is a meter-
ing infrastructure, which measures usage at suitable levels of abstraction based on the type of
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service being provided [MG11]. This could, for example, include measuring storage, compute,
network and the number of active user accounts. This metering infrastructure can underpin
the billing of usage by cloud users, making it a potential target for attackers. For example,
vulnerabilities in the metering infrastructure could be exploited, resulting in incorrect bills being
generated for legitimate use (MS-1) [GWS11] – a challenge here is identifying that this has
occurred and contesting bills as a cloud user. Conversely, cloud users could aim to subvert the
metering infrastructure, in order to obtain reduced bills with respect to their actual consumption.
A DoS attack could lead to an excessive use of metered cloud resources, which could be billed
for, thus resulting in an Economic Denial of Service (E-DoS) [Dek12]. Furthermore, as there
is likely to be an interface between the metering and billing infrastructures, attacks could occur
that lead to a loss of confidentiality of account information (MS-2).

Table 8: Measures service-related vulnerabilities and threats

Measure Service
ID Description Type Obj Refs

MS-1 Vulnerabilities in the measurement infrastruc-
ture that is used for billing

Vu I

MS-2 Attacks to the metering infrastructure that holds
confidential account information, e.g., for pay-
ment

Th C-I

MS-3 An attack that leads to an excessive use of re-
sources that are billed for, resulting in an Eco-
nomic Denial of Service (E-DoS)

Th A [Dek12]

6.1.6 Virtualisation (VN)

Virtualisation is arguably one of the key technologies that enables cloud-based service provi-
sioning [MG11]. For instance, it is the technology that supports rapid elasticity. Whilst there
are numerous benefits associated with virtualisation, it adds a number of new vulnerabilities
and potential threats. The VMM, which supports activities such as scaling-out and service mi-
gration, is central to the management of virtual machines that execute in the cloud. Potential
software vulnerabilities in the VMM could be exploited by an attacker, with wide-ranging secu-
rity implications (VN-1), depending on the nature of the exploit. For example, virtual machine
escape threats have been demonstrated, whereby processes can gain unauthorized access
to state outside their virtual machine (VN-4) [Hig09]. Similarly, side-channel attacks on VMs
hosted on the same compute node have been demonstrated (VN-5) [ZJRR12]. Furthermore,
failures of the VMM for non-malicious reasons, such as software bugs (VN-2) or misconfigura-
tion by the cloud operator (VN-3), can significantly affect a virtual service executing on it.

In non-virtualised environments hardware watchdogs, for example, are used to detect com-
ponent failure and to restart the appliance. That is not feasible in cloud environments as the
watchdogs cannot restart and configure a VM image. Moreover, in some cases, failures of
the underlying infrastructure can become transparent to the virtualisation environment, thus
rendering failure detection and service remediation methods ineffective (VN-6).
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Table 9: Virtualisation-related vulnerabilities and threats

Virtualisation
ID Description Type Obj Refs

VN-1 Software vulnerabilities in the Virtual Machine
Manager (VMM)

Vu C-I-A

VN-2 Failure of the Virtual Machine Manager (VMM)
because of software bugs

Th A

VN-3 Failure of the Virtual Machine Manager (VMM)
because of misconfiguration by the cloud in-
frastructure provider

Th A

VN-4 Processes escaping from a virtual machine –
virtual machine escape

Th C-I [Hig09]

VN-5 Cross virtual machine side-channel attack Th A [ZJRR12]
VN-6 Failures of the physical infrastructure are trans-

parent to the virtual environment
Th A

6.1.7 Organisational Issues (OI)

By deploying services in the cloud, a number of organisational threats and vulnerabilities can
emerge, as discussed by Molnar and Schechter [MS10].

In general, enterprise organisational boundaries are becoming increasingly blurred, e.g., with
the use of subcontractors for provisioning services, which makes understanding the insider
threat challenging [FvCvEW10]. Insider threats are those that are realised by disgruntled or
negligent employees, for example. The Carnegie Mellon CERT maintains a useful knowledge
base regarding the insider threat7. Using the cloud makes determining the risk of threats from
insiders challenging, as one must attempt to consider potential adversaries associated with a
number of enterprises that are used to provide a service, not all of which are transparent to the
cloud user (OI-1). Closely related to the issue of the insider threat is the poor implementation
of information security processes by the cloud provider (OI-2) [MS10]. Industry-accepted certi-
fication, such as ISO 27000, can be used to indicate whether appropriate information security
management processes are being implemented by an organisation.

When a security incident occurs, it is necessary to have incident-response management strate-
gies in place that can be used to localise a problem, determine the impact associated with an
incident, and, if necessary, inform end-users of data breaches. For various reasons, incident-
response management in non-cloud settings is challenging, especially when attacks are tar-
geted and use advanced malware [Ree10]. However, this problem is further compounded in
a cloud context, wherein digital forensics capabilities may be restricted and activities must be
coordinated with a third-party organisation, such as the cloud infrastructure provider [THGL11].
Therefore, suitable incident-response management plans must be in place – if not, an incident
may be further compounded and the potential impact made worse (OI-3).

Related to incident-response management are issues associated with poor Service Level Agree-
ment (SLA) specification for the cloud. In addition to clearly defining performance requirements
in an SLA, there must be a clear specification of responsibilities in relation to security – without
this vulnerabilities could occur (OI-4) [ANM11].

7http://www.cert.org/insider_threat/
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Table 10: Organisational issues-related vulnerabilities and threats

Organisational Issues
ID Description Type Obj Refs

OI-1 Malicious insiders in the cloud infrastructure
provider

Th C-I-A [FvCvEW10]
[ANM11]

OI-2 Poor information security processes operated
by the cloud infrastructure provider

Vu C-I-A

OI-3 Inadequate incident-response management
processes by the cloud infrastructure provider

Vu C-I-A [Ree10]

OI-4 Issues emerging because of poor SLA specifi-
cation

Vu C-I-A [ANM11]

OI-5 Contractual issues that emerge because of
bankruptcy and potential switching costs

Vu A [MS10]
[JKKD12]

OI-6 Failure of a sub-contractor, which is used by
the primary “obligor,” i.e., a cloud infrastructure
provider

Vu A [BP13]

OI-7 Vulnerabilities emerging from a lack of control
of software versions and APIs

Vu C-I-A

OI-8 Reduction of in-house expertise caused by out-
sourcing services, resulting in a lack of organ-
isation resilience when challenges occur, such
as attacks.

Vu A

OI-9 Misuse of an organisation’s data, as specified
in the terms of use, e.g., for advertising or re-
sale.

Th C

A significant threat in the cloud can occur, which does not directly relate to cyber-security,
when a provider organisation becomes bankrupt and switching costs are high, thus rendering
migration to a new infrastructure provider problematic (OI-5) [MS10]. Consequently, a critical
infrastructure service could experience an extended period of unavailability. Measures to indi-
cate the probability of this relate to the longevity of the organisation used to provide a service,
their reported financial status, and the use of open standards to support switching to a different
provider, if necessary. These organisational measures are discussed by the OPTIMIS project,
in the risk assessment deliverable [JKKD12].

Cloud services can be provided by a number of organisations, in addition to those that have
a direct user and provider relationship. For example, a cloud infrastructure provider may sub-
contract to other providers, e.g., to implement scaling-out. The use of multiple providers is likely
to become more prevalent with so-called “cloud of cloud” offerings, whereby cloud services,
such as data storage, are offered using a number of providers, which are administered by
brokers [Blo11]. A challenging threat to address can occur when an organisation that has been
sub-contracted fails to provide a service (OI-6). SECCRIT deliverable D2.2 discusses legal
aspects associated with this threat [BP13].

When using IaaS and PaaS cloud offerings, a threat could occur when providers change the
APIs they use, which a critical infrastructure service provider’s software depends on (OI-7). This
could lead to a service becoming unavailable whilst updates are made to ensure compatibility
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with new APIs, or more subtly lead to vulnerabilities because of inappropriate interpretation of
the functionality of a new API.

Migrating services to the cloud has the benefit of reducing the need to maintain in-house ex-
pertise regarding the provisioning of certain aspects of a service. Whilst this can help to reduce
an organisation’s operational costs, it may lead to a lack of organisational resilience when inci-
dents occur, or the inability to migrate services in-house if problems occur with a cloud offering
(OI-8). This is a longer-term threat that may emerge from using the cloud.

In many cases, consumer-oriented cloud offerings aim to generate revenue from the data they
garner from their users, e.g., for enabling targeted advertisements, product endorsements,
or direct reselling of (marketing/meta) data. A significant organisational threat relates to the
misuse of an organisation’s data, as specified in the terms of use, for these purposes (OI-9).

6.1.8 Threats and Vulnerabilities Prevalent in Cloud Offerings (CO)

There are threats and vulnerabilities that are prevalent in contemporary cloud offerings, which
are noteworthy. Many cloud offerings make use of web-based technologies to implement SaaS
solutions and for their management interface. Consequently, they are potentially vulnerable
to threats that emerge from the use of web-based technologies, such as SQL injection at-
tacks [Aug09] and cross-site scripting [ST12] (CO-1) [GWS11, SK11]. Furthermore, it is under-
stood that there have been vulnerabilities in the APIs that are used to build cloud services –
this threat appears in the Cloud Security Alliance’s “Notorious Nine” (CO-2) [CSA13].

Table 11: Contemporary cloud offering-related vulnerabilities and threats

Security Problems Prevalent in Cloud Offering
ID Description Type Obj Refs

CO-1 Threats that emerge from the use of Web-
based technologies, such as SQL injection at-
tacks and cross-site scripting

Th C-I-A [GWS11,
SK11]

CO-2 Insecure interfaces and APIs that are used to
build cloud services

Vu C-I-A [CSA13]

In general, we recommend the reader to stay informed about these threats via the Cloud Se-
curity Alliance’s threat catalogue (or other similar advisories), which is updated annually and is
based on expert opinion in the field of cloud computing security. Furthermore, it contains point-
ers to relevant information, including references to protection measures that can be applied to
the threats.

6.1.9 Physical Infrastructure (PI)

We have included a number of threats that are related to the underlying physical data cen-
tre infrastructure. We have included these threats for two primary reasons: (i) in contrast to
traditional critical infrastructure services, which tend to be implemented on hardware with fault-
tolerant mechanisms built-in (e.g., redundant power supplies), cloud offerings are normally
provisioned on unreliable hardware (with virtualisation masking hardware failures); and (ii) de-
cisions regarding how to manage threats to the underlying infrastructure are typically beyond
the control of the cloud user, and should therefore be assessed with respect to the (additional)
risk they introduce.
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Failure of the physical compute (PI-2), storage (PI-3) and network (PI-4) facilities due to hard-
ware faults or misconfiguration represents a common threat in large data centres that support
cloud services. In many cases, hardware failures are not perceptible from the service level
because of virtualisation and the inherent redundancy in data centres. However, a number of
high-profile cloud outages have resulted from misconfiguration, largely in the network infras-
tructure [Ver13, Nei12].

Table 12: Physical infrastructure-related vulnerabilities and threats

Physical Infrastructure
ID Description Type Obj Refs

PI-1 Loss of power to the cloud data centre, e.g.,
caused by a regional outage or surge

Th A [Tal13]

PI-2 to 4 Failure of physical compute (2), storage (3) and
network (4) facilities in the cloud data centre

Th A [Ver13,
Nei12]

PI-5 Unauthorised physical access to the cloud data
centre infrastructure

Th C-I-A [Bar12]

PI-6 A (large-scale) catastrophe, such as a fire or
earthquake, that affects the cloud data centre

Th A [Ama13,
Alu12]

Failures caused by power outages to the cloud data centre can have a significant impact on
cloud-based services (PI-1) [Tal13]. In these cases, backup power facilities should be in place
to maintain the availability of services (or services such as those provided by Amazon, which
enable regional diversity should be employed [Ama13]). Other natural phenomena, such as
floods, fires and earthquakes, may cause a loss of availability of a cloud data centre (PI-6).
Conversely, if applied appropriately, the use of cloud computing could result in improved re-
silience to such events [Alu12]. Care should be taken that data centres are located in areas
that are not susceptible to such problems, e.g., they are not constructed on floodplains. Large
cloud providers, such as Amazon, provide services that support geographical diversity of data
centres [Ama13].

Another important threat relates to physical infrastructure security (PI-5) [Bar12], i.e., ensuring
that unauthorised physical access to the data centre infrastructure does not occur. In general,
this issue relates to the information security management processes that are in place at a cloud
provider, e.g., related to the implementation of the ISO 27000 standard.

6.1.10 Security Control Implementation (SCI)

Cloud computing can make the implementation of existing security controls challenging to
implement, which introduces a number of vulnerabilities [GWS11]. Cloud services often run
across multiple sites, which can make key management more complicated; furthermore, stud-
ies have shown that cloud services typically require a large number of keys, exacerbating this
problem (SCI-1) [ENI12].

Monitoring network behaviour is a key security control, including the detection of anomalies
which could indicate attack behaviour or misconfiguration, for example. The aforementioned
rapid elasticity property of clouds has the potential to reduce the performance of contemporary
anomaly detection techniques, which examine network traffic, thus resulting in unacceptable
(and insecure) false positive and negative rates (SCI-2). Initial studies have shown this to be
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the case [Ada13]. These issues will be investigated further in the SECCRIT project in work
package four.

An important way of understanding the security vulnerabilities associated with services is to
run network-based vulnerability analysis tools, such as OpenVAS8. For a number of reasons,
including the unwillingness of tenants, it can be challenging to execute these tools in a cloud
environment – in many cases, these tools have a behaviour “profile” that is similar to actual
attack behaviour (SCI-3). Consequently, the vulnerabilities associated with a service, whilst
it operates in the cloud, can be difficult to determine, thus resulting in potentially exploitable
vulnerabilities.

Table 13: Control implementation-related vulnerabilities and threats

Security Control Implementation Challenges
ID Description Type Obj Refs

SCI-1 Key management issues, brought about due
to multiple geographical locations of cloud ser-
vices; many keys can be required

Vu C-I-A [ENI12]

SCI-2 Network-based anomaly detection is not read-
ily implementable

Vu C-I-A [Ada13]

SCI-3 Inability to run network-based vulnerability
scanning and penetration testing tools

Vu C-I-A [MS10]

SCI-5 Widely used control mechanisms not available
to virtualised environments

Vu A

A particular challenge of transferring services to a virtualised environment is the inability to
reuse widely used control mechanisms. For example, in telecommunications, to distinguish
the failure modes “dead peer” and “communication failure” a serial line between two Advanced
Telecommunications Computing Architecture (ATCA) boxes is used to have independent ways
to test the failure mode. In a virtual environment, a serial line connection to a peer instance
would be mapped onto a virtual link; this virtual link would use the same physical infrastructure
as the communication link between the two instances, thus making it impossible to determine
the correct failure mode.

6.2 Summary

In this section, we have presented a cloud-specific vulnerability and threat catalogue that can
be applied when an organisation implements a risk assessment in this context. In order to
ensure the items in the catalogue relate specifically to cloud issues, they are organised into a
number of categories that are associated with NIST’s essential cloud computing characteristics
and associated issues, such as the properties of key technologies. The threats and vulnera-
bilities are presented at a level of abstraction that enables a risk analyst to consider them in a
deployment independent manner, and then apply them to a specific implementation. In other
words, we have avoided presenting issues associated with specific products, for example. Con-
sequently, in many cases, the catalogue should be augmented (or instantiated) with issues that
relate to a specific deployment with items that are determined from knowledge bases such
as the NIST national vulnerability database9, security advisories, and vulnerability assessment

8http://openvas.org/
9http://nvd.nist.gov/
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tools. In Section 7, we indicate how the catalogue can be used by an organisation that supports
high-assurance ICT services to determine the risks of adopting the cloud.

7 Determining the Risk of Cloud Adoption

A significant decision that organisations which operate high assurance ICT services must face
is whether to adopt cloud computing and, more specifically, which configuration of cloud of-
fering they should use, e.g., a private, public or hybrid cloud. In this section, we outline a
risk-based approach that organisations can use to support this decision making process. The
approach outlined here can be used alongside others, such as the one proposed by the OPTI-
MIS project [JKKD12] to support the analysis of different cloud offerings. In addition, there are
commercial services that aim to support organisations with this decision making process, which
include some security factors, such as whether the cloud provider has security certification.

We assume organisations that are considering migrating some of their data and services to the
cloud already conduct an information security risk assessment process, e.g., in order to comply
with the ISO 27001 information security management system standard. This is a reasonable
assumption, especially for organisations that operate high assurance ICT services. Further-
more, this assumption will become even more valid in the future if the proposed EU Network
and Information Security (NIS) Directive [Eur13] comes into force, which states:

(22) “. . . A culture of risk management, involving risk assessment [. . . ] should be promoted and
developed through appropriate regulatory requirements and voluntary industry practices. . . ”

(24)“. . . Those obligations should also be extended to public administrations, and operators of
critical infrastructure which rely heavily on information and communications technology [. . . ]
such as electricity and gas, transport, credit institutions, stock exchange and health. . . ”

The approach we propose builds on the outcomes of the existing risk assessment conducted
by an organisation, and augments it by considering the risk scenarios, i.e., threats and vulnera-
bilities, that relate to the use of the cloud. For the purpose of exposition, we show how this can
be achieved using the risk assessment process that is supported by the open-source Verinice
ISMS tool10, in the context of one of the SECCRIT project scenarios.

7.1 Risk Assessment Scenario

The scenario we will use to describe our approach to determining risks from cloud usage is
based on a video surveillance system. The surveillance system includes a number of ICT as-
sets that could be migrated to the cloud, including services and data, which can be summarised,
as follows:

• Live video data: This is live video footage taken from the surveillance cameras at a de-
ployment location, which is being analysed in order to detect anomalies that could indicate
an incident is occurring.

• Archive video data: This is archive footage from the surveillance cameras that needs to
be stored, either because it was asked for by a client organisation or is needed to fulfil a
regulatory obligation.

10http://www.verinice.org
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• Anomaly detection services: These are the processes, realised as applications, which
are used to detect anomalous behaviour using the live video data. For example, such
algorithms can be used to detect people moving quickly against the flow of a crowd, or
detect activity at unusual times of the day.

• Data archiving services: These are the processes that are used to prepare the live video
footage for archiving. For example, this could include compressing and encrypting the
data for it to be stored on disk. Also, this processing might include the generation of
meta-data.

• Security operator interface: This is the interface that security operators receive and in-
spect the security alerts that are generated by the anomaly detection services. This
could be implemented using a ‘dumb terminal’, which connects to a server in the cloud,
for example.

These ICT assets, including an overview of the architecture and the different stakeholders as-
sociated with a potential cloud deployment, are depicted in Figure 18. Currently, the ICT assets
are deployed at the customer premises (the area shown under TenSys region in Figure 18) and
are solely operated by TenSys – the company responsible for operating the surveillance sys-
tem. Migrating some of these services and data to the cloud has a number of potential benefits,
including reducing the amount of on-site infrastructure, the ability to scale resources based on
demand, e.g., in response to a public safety incident, and being able to rapidly accommodate
new installations. However, it is unclear what the risks of adopting cloud computing are, and
what form of offering should be adopted.
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Figure 18: The ICT assets, infrastructure and stakeholders that will be considered in the exam-
ple cloud adoption scenario

We assume the organisation that is responsible for operating the video surveillance system
(TenSys) has conducted an information security risk assessment in relation to these ICT assets.
In the following section, we introduce one approach they could use to achieve this, using the
Verinice ISMS tool, and how it can be extended to determine cloud-related risks.

7.2 Cloud Adoption Risk Assessment Process

The process that an organisation can follow to determine the risks associated with cloud adop-
tion is summarised in Figure 19. It consists of two parts: (i) the standard Verinice-supported
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information security risk assessment process11; and (ii) an extension that augments the out-
comes of this assessment to consider a potential cloud deployment scenario. It is worth noting
that the basic process supported by Verinice is similar in nature to other approaches, whose
focal point are the assets associated with an organisation; such approaches are outlined in Sec-
tion 2. Arguably, therefore, the extension we propose can be applied to any risk assessment
process that takes an asset-driven approach. We assume organisations that are considering
migrating some of their ICT assets to the cloud have available to them a set of offerings, e.g.,
from cloud infrastructure providers, which they are considering – these are modelled in Stage 8
of the process. In what follows, we outline how the process defined in Figure 19 can be applied
to the video surveillance system scenario, depicted in Figure 18.
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Figure 19: Overview of the Verinice information security risk assessment process and the
SECCRIT cloud adoption risk assessment extension

7.2.1 Verinice Information Security Risk Assessment

The first stage of the risk assessment process outlined in Figure 19 is to define an organisa-
tion’s overall risk acceptance with respect to the confidentiality, integrity and availability security
objectives (see Section 4 for a discussion on these). These values are used by Verinice to de-
termine the overall risk levels for these factors when they are calculated at a later stage. For
TenSys – the operator of a video surveillance system – arguably, the confidentiality of data is of
paramount importance, closely followed by the integrity and availability of data and associated
services. Therefore, confidentiality is given a relatively low acceptance value, as can be seen
in Figure 20.

Having entered the organisation’s overall risk acceptance levels, the next step in the Verinice
risk assessment is to model the processes that relate to an organisation (or system) under
consideration. These will have ICT assets associated with them in a next step. In the context
of the video surveillance case study, the following processes can be identified:

11In what follows, we make use of the Verinice software version 1.6.3
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To create a new security assessment in
Verinice, from the File menu, under the
Security Assessment option, select
Add New Security Assessment (2).
This will create a new template for an or-
ganisation’s security assessment. From
the ISM Perspective (1), an organisation’s
details can be entered, including the risk
acceptance values for confidentiality, in-
tegrity and availability (3).

Figure 20: Creating a new security assessment, entering organisation details and risk accep-
tance levels

• Detecting anomalous behaviour : TenSys have developed a number of algorithms and
processes that can be used to detect anomalous behaviour in video surveillance footage,
e.g., persons moving in the opposite direction to the crowd – the premise being such
behaviour could be indicative of malicious activity.

• Notifying security personnel of an incident : having detected anomalous behaviour that
could be indicative of nefarious behaviour, this process relates to notifying security per-
sonnel (under the employment of CitySec) that their attention is required.

• Archiving of video surveillance footage: this is the process of taking video surveillance
data, and preparing and storing it for long-term archiving. This is a process that could be
requested by the client or needed to meet regulatory obligations.

• Searching archival video surveillance footage: this is the process that supports post-
mortem searching of video surveillance data, in order to determine the cause of an inci-
dent. The process builds on the archived surveillance data.

The key objective with this stage, looking ahead to determining cloud-associated risks, is to
model the organisational processes that could be, in part, supported by cloud computing.
These may be closely coupled to the specific domain the organisation is operating, such as
those described above, or processes such as invoicing or customer-relations management. A
further step that is required is to determine the business impact that could occur if these pro-
cesses are interrupted. The steps to achieve this in the Verinice tool are outlined in Figure 21.

The defined processes are supported by a number of assets, such as information, software,
people and hardware, which are modelled next. In the video surveillance case study, these are
the assets that are shown in Figure 18. The steps for creating these assets and associating
them with organisational processes in the Verinice tool are shown in Figure 22.

The next stage in the process is to define the risk scenarios that could affect the assets that
have been identified. These scenarios are associated with threats and vulnerabilities, which
must be assessed with respect to their frequency and severity, respectively. Developing these
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To create a new process, right click on
the Processes folder, which is listed
under the organisation details for the
security assessment, and select Add
Process... from the context menu (1).
Fill-in the details for the new process that
you have created, e.g., its name and so
on. Repeat this process for each of the
processes that have been identified (2).
Finally, for each of the processes, define
the business impact (in terms of confiden-
tiality, integrity and availability) if these
processes are interrupted (3).

Figure 21: Modelling processes and their impact on the business if they are interrupted
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To create a new asset, right click on
the Assets folder, which is listed un-
der the organisation details for the se-
curity assessment, and select Add New
Asset.... Fill-in the details for the as-
set. Repeat this process for each of the
assets that have been identified (2). For
each of the assets that have been cre-
ated, define the type of asset that it is,
e.g., software, information, people, etc.
(3). These assets support the organi-
sational processes that were previously
defined, and need to be associated with
each other. This can be achieved by drag-
ging a process onto the asset that sup-
ports it (4). A “depends on” relationship
should then exist between the process
and asset (5).

Figure 22: Modelling the assets associated with the organisation’s processes, and associating
them

risk scenarios, and determining the aforementioned values, is arguably one of the more chal-
lenging aspects of a risk assessment. To support this stage in the risk assessment process,
the professional version of the Verinice tool includes a standard catalogue of risk scenarios,
which can be acquired separately. (This should be augmented with risk scenarios that are
specific to an organisation.) Furthermore, the German Federal Office for Information Security
(BSI) IT Baseline Catalogue can be imported into the Verinice tool12, which can support the
development of risk scenarios. However, at the time of writing, the catalogue is only avail-
able in the German language. Furthermore, the results for vulnerability scanning tools, which
have been applied to the target system, can be used to populate the vulnerability catalogue;

12The catalogue can be downloaded from the Verinice website at: http://www.verinice.org/download/
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the open-source vulnerability scanning tool OpenVAS13 supports the exporting of its results to
Verinice, for example. The process for developing risk scenarios in the Verinice tool is outlined
in Figure 23.

1

2

3

To create a new risk scenario, in a similar
fashion to the previously modelled enti-
ties, right-click on the Scenarios folder,
under the organisation details, and se-
lect Add Scenario... (1). A similar
process can be followed for creating new
threats and vulnerabilities. A description
of the scenario, threats and vulnerabili-
ties can be given. The threats should be
evaluated with respect to their frequency
and the vulnerabilities should have their
severity rated (2). Finally, the threats and
vulnerabilities can be associated with a
scenario by dragging and dropping them
in the Verinice tool onto the relevant sce-
narios (3). Note that threats and vulnera-
bilities may be associated with more than
one scenario.

Figure 23: Modelling risk scenarios, including the threats and vulnerabilities

Having defined the risk scenarios, they must be associated with the relevant assets that have
been previously defined. In the Verinice tool, this can be trivially achieved by dragging and
dropping the scenarios onto the relevant assets, thus creating a relationship between them,
which will be used when risk is calculated. This process is depicted in Figure 24; the resulting
relationships between the assets, the scenarios and processes are also shown.

Figure 24: Associating the risk scenarios with the assets associated with the organisation

A number of different security controls can be put in place that affect the scenarios that have
been previously defined. For example, they either reduce the probability that a scenario will oc-
cur or reduce its impact on confidentiality, integrity and availability. These controls can be both
technical and organisational in nature. This stage of the risk assessment process is concerned

13The OpenVAS open-source vulnerability scanning tool: http://www.openvas.org
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with identifying the security controls that have been implemented within an organisation, and
associating them with and determining their affect on the previously defined risk scenarios. In
a similar way to the standard risk scenarios that are available with the professional version of
Verinice, there is a catalogue of controls based on the ISO 27002 standard available. Also, the
BSI IT Baseline Catalogue includes a number of protection measures that can be applied to
the security challenges that are defined within it. These standard security controls should be
complemented with those that are defined in a specific organisational context. The steps to
implement this part of the risk assessment in Verinice are outlined in Figure 25.
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To create a new security control, right-
click on the Controls folder under the
organisational details, and select Add
Control...; this will create a new se-
curity control, whose description can be
filled-in (1). An essential task is to deter-
mine whether the control is implemented
(2), and the strength of the control (3).
The strength relates to its impact on the
CIA security objectives and the probabil-
ity of an associated scenario occurring.
Each control can then either be associ-
ated with a risk scenario or an asset, by
dragging and dropping it onto the related
item (4). When this has been completed,
a relationship is shown between the con-
trol and the scenario that it relates to (5).

Figure 25: Defining and associating controls that affect scenarios and assets

Having defined the relevant security controls and how they augment the scenarios, the overall
risk assessment can be carried out and a suitable report can be generated. In the Verinice tool,
this is realised by initiating a risk analysis and subsequently generating a report, as outlined in
Figure 26. There are a number of different reports that can be generated by the Verinice tool
that shown different aspects of the risk posture of an organisation. For example, a report can
be generated that shows the overall risk situation for an organisation, the assets that have a
medium-to-high risk value associated with them, the high risk areas and the numbers associ-
ated with different security objectives, risk matrices that are similar to those proposed by the
ISO 27005 standard, and detailed risk tables that enable closer inspection of the different risks.

As mentioned earlier, we assume that an organisation has carried out a similar risk assess-
ment process to the one outlined here. This assessment forms the basis of our approach to
determining the risks associated with cloud adoption, which we will discuss next.

7.2.2 SECCRIT Cloud Adoption Risk Assessment Extension

Building on the base risk assessment, the first step to follow (Step 8 in Figure 19) in order
to determine the risks associated with cloud adoption is to model the cloud scenario(s) that

Deliverable 3.1 Page 49 of 92



Copyright c© SECCRIT Consortium

1

2

3

To run a risk analysis in the Verinice tool,
select the Run risk analysis button
from the menu bar (1). Subsequently, a
risk assessment report can be generated,
using the Generate report... button
(2). There are a number of different report
templates that can be used, in a number
of different file formats (3).

Figure 26: The steps for executing a risk analysis and generating a risk assessment report

are under consideration. As mentioned earlier, the assumption is that an organisation has
investigated (or has been offered) a set of cloud offerings they are considering, and that the
organisation needs to understand the risks of adopting these offerings.

Model the cloud deployment scenario under consideration

In Step 3 of the base risk assessment, the ICT assets associated with an organisation have
been modelled, and associated with the processes they support. In this first stage, the potential
configurations of these assets are placed in a model of a potential cloud deployment. For the
example video surveillance scenario, a potential organisation is presented in Figure 27. In
the scenario, TenSys are considering migrating their anomaly detection and archiving services
into the cloud, along with the associated data items, i.e., the archive and live video data. This
arrangement could offer them a number of benefits, including a reduced on-site presence,
the ability to more readily handle peak loads, e.g., when public safety incidents occur, and
easier incorporation of new clients (i.e., adding new clients does not require significant capital
expenditure in server equipment).
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Figure 27: A potential deployment of the video surveillance ICT assets in the cloud

An important item to consider is the nature of the deployment model that is being offered, i.e.,
is this a private, public, community or hybrid cloud, and, if resource pooling (or shared tenancy)
is part of the offering, what is the nature of the tenants the assets will be co-located with. This
information can be used to examine the risks associated with the threats and vulnerabilities
that are outlined in Section 6.1.3 on resource pooling. In general, an organisation should try
to garner and model as much information as possible about the potential deployment that re-
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lates to the different threat and vulnerability categories, which are shown in Figure 12. In a
later stage, these factors will be used to determine the risks for cloud adoption. One of the
major changes that may occur through cloud deployment is a change in the trust boundaries
of the components that interact – in the video surveillance, the separation of the security
operator interface and the remaining system components in the cloud introduces a new
trust boundary. (This may be the case within the cloud deployment context as well, if compo-
nents are executed in different regions of the cloud data centre.) A widely-used approach to
identifying such interactions is to develop a Data Flow Diagram (DFD), which forms part of the
Microsoft STRIDE method [H+06]. An example DFD is shown in Figure 28.

Client

Web application

Database

Request Reply

Query Results

An example data flow diagram, showing a Client
input/output to a Web application function or
process, which interacts with the Database data
store. The data flows are represented by the
labelled arrows, e.g., request/reply, and the
dashed line indicates there is a trust boundary be-
tween the Web application and the Database.
We suggest a similar DFD should be produced for
the system that is under consideration – the intro-
duction of new trust boundaries may point to poten-
tial new threats and vulnerabilities, e.g., man-in-the-
middle attacks.

Figure 28: An example Data Flow Diagram (DFD) that can be used to identify the trust bound-
aries between components in a system

Klöti et al. have combined the Microsoft STRIDE vulnerability analysis method, which includes
the development of DFDs, and attack trees [Sch99] to carry out a security analysis of OpenFlow
networks [MAB+08]. OpenFlow networks are being increasingly used to implement large-scale
data centres, which support cloud computing services, with some commercial offering already
available. Therefore, the issues raised by Klöti et al. regarding OpenFlow security will become
increasingly relevant to understanding some of the security issues of cloud usage, if this trend
persists.

Re-evaluate levels for existing risk scenarios and controls

Having modelled the potential cloud deployment, the next step is to re-examine the risk scenar-
ios that were identified as part of the base risk assessment. In some cases, the existing risks
will be reduced, and in other situations aggravated. We foresee the following possible changes
that need to be made to the existing risk scenarios:

• Risk scenarios are no longer valid : it may be the case that entire risk scenarios are no
longer relevant because of the introduction of cloud computing. If this is the case, they
should be removed from the risk assessment model, or no longer associated with the
assets that have been migrated to the cloud. However, we foresee this outcome being
unlikely and the adoption of cloud computing will augment the risks in a more subtle way,
as follows.

Deliverable 3.1 Page 51 of 92



Copyright c© SECCRIT Consortium

• Modifications to the threats and vulnerabilities: each risk scenario has a set of threats
and vulnerabilities associated with it; these must be re-examined. Certain threats and
vulnerabilities may no longer be relevant, and should be removed from the risk scenario.
On a more detailed level, the severity and frequency of the vulnerabilities and threats,
respectively, may have changed, and should be adjusted.

• Changes to security controls that are in place: as mentioned earlier, a number of security
controls will be in place that affect the risks associated with the specified threats and
vulnerabilities. Cloud deployment may make these controls more effective, or conversely
less effective and more challenging to implement (or no longer required). The challenges
associated with implementing security controls that are outlined in Section 6.1.10 may be
helpful to support this analysis.

Model cloud risk scenarios, including threats and vulnerabilities

The use of cloud computing may result in entirely new risk scenarios, which should be con-
sidered as part of the risk assessment. These should be modelled as before for the base risk
assessment; the process outlined in Figure 23 can be followed to include these new items.
Additionally, using the cloud may introduce entirely new threats and vulnerabilities that must
be considered, and added to the existing risk scenarios that were identified in the base risk
assessment. To support this evaluation, we have created a comma separated value (CSV) file
that contains the items in the catalogue described in Section 6. The CSV file can be down-
loaded from the SECCRIT website14 and included in the Verinice tool using the process shown
in Figure 29.

To import the SECCRIT vulnerability and
threat catalogue that is in the CSV file for-
mat into Verinice, simply click on the but-
ton shown and open the file. The cat-
alogue will appear in the area shown.
Items can then be dragged and dropped
into a suitable folder (threat or vulnerabil-
ity) and subsequently associated with a
risk scenario, as shown in Figure 23.

Figure 29: The SECCRIT threat and vulnerability catalogue can be imported into the Verinice
tool.

Complete the cloud-based risk scenario

The final three stages of the SECCRIT risk assessment extension for cloud, i.e., steps 11 to
13 that are shown in Figure 19, are very similar in nature to steps that need to be carried out
for the base risk assessment. As before the new risk scenarios must be associated with the
assets that are augmented by the cloud usage (how to associate risk scenarios and assets is
shown in Figure 24). Subsequently, the security protections that could be realised to mitigate

14https://www.seccrit.eu
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the new risk scenarios, including threats and vulnerabilities, should be modelled and associated
with the relevant scenarios and assets (following a similar process to that shown in Figure 25).
Future work will investigate the protection measures that can be applied to the threats and
vulnerabilities that are outlined in the SECCRIT catalogue. Subsequently, the new risk levels
and reports should be calculated, using the process outlined in Figure 26.

Compare non-cloud and cloud scenario risks

Using the report generated by the Verinice tool, a comparison can be made between the dif-
ferent cloud and non-cloud deployment scenarios. For example, the overall risk situation for
an organisation can be analysed, along with a more detailed examination of the specific risks
to assets. Of course, the potential cyber-security risks are just one, all be it important, dimen-
sion to consider when an organisation considers migrating to the cloud, others include the cost
savings and flexibility that cloud can afford.

7.3 Summary

In this section, we have presented an approach that organisations can use to understand the
risks associated with migrating their assets to a cloud offering. In summary, the approach builds
on the results from a standard asset-driven risk assessment, and augments it by modelling the
potential cloud deployment, along with its effects on the risks, including threats and vulnerabil-
ities, and security controls. We have indicated how the approach could be implemented via a
video surveillance scenario, using the Verinice ISMS tool, which can be used to support ISO
27001 compliance. We argue that building on an existing risk assessment is reasonable, as or-
ganisations that support high-assurance ICT services (such as critical infrastructure providers)
should be executing an information security risk assessment as part of their standard practices.
This assumption will be strengthened in Europe as the proposed Network and Information Se-
curity (NIS) directive comes into force, which encourages risk assessments to be implemented
by organisations in this sector, e.g., via the realisation of national legislation.

Future work in this area could include the development of suitable security protections that
relate to the SECCRIT threat and vulnerability catalogue – for the moment, the organisation
that is conducting the risk assessment has little support in this regard. Determining the severity
of the vulnerabilities and the likelihood of threats occurring is one of the more challenging
aspects of this risk assessment, especially with respect to the cloud. A suitable knowledge-
base could be developed to support organisations with respect to determining these aspects.
Furthermore, the concepts regarding measuring risk, which are discussed in Section 8, could
support this activity.

8 Online Measurement of Risk in Cloud Environments

One of the significant difficulties when attempting to determine the risks associated with using
cloud computing for high assurance ICT services is determining accurate, ideally quantita-
tive, measures regarding the probability and impact of a particular threat. Acquiring reliable
measures for these items is, in general, problematic for cyber-security risk assessment; how-
ever, the cloud makes this somewhat harder still. Characteristics of cloud computing, such as
rapid elasticity, make it difficult to determine a stable representation of the infrastructure un-
der scrutiny, e.g., with respect to shared tenancy and resource availability threats, and given
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that many cloud offerings (i.e., public and community clouds) involve multiple stakeholders, a
lack of transparency can arise when third-parties need to evaluate the risks from others in the
service-provisioning chain (see Section 6.1.7 on organisational issues).

These issues have lead some researchers to propose the concept of Risk Assessment as
a Service (RAaaS) for the cloud – an on-demand service, wherein properties of the cloud
infrastructure under inspection for risk assessment can be measured (by a cloud user) in a
trustworthy manner [TTG13, KP10]. Such a service could be used as a basis for performing a
continuous online risk assessment, which can mitigate the issues associated with the dynamic
nature of cloud computing. Furthermore, enabling remote measurement of the cloud infras-
tructure by third-parties can enable the transparency required for an informed risk assessment.
The concept of RAaaS is arguably still in its infancy, with a number of open research issues that
need to be addressed, including determining the trustworthiness of the data that is measured,
addressing potential privacy (or commercial sensitivity) issues in shared tenancy settings, and
instrumenting an infrastructure in a resource-efficient manner. A notable open issue is de-
termining specifically what it is that should be measured in the cloud infrastructure that can
support a risk assessment – it is this issue we aim to take initial steps to address here, using
the SECCRIT threat and vulnerability catalogue from Section 6.

In order to make suggestions about what should be measured as part of a potential RAaaS,
it is first necessary to revisit how risk is determined. There are several definitions of risk, but
typically the formulation presented in Equation 1 is used, i.e., risk is the product of the potential
impact of a threat and an associated vulnerability.

risk = impact× threat(probability)× vulnerability(severity) (1)

The impact associated with a risk can be measured in a number of ways, including reduced
organisational reputation (leading to reduced future business) or direct monetary loss associ-
ated with an incident, e.g., due to penalties from regulators or those imposed by Service Level
Agreement (SLA) failures. In any case, the potential impact of a risk is very much service- or
industry-specific, and is beyond the scope of this discussion. Meanwhile, the probability of a
threat occurring can be determined in a number of ways, including using advisories, such as the
CSA’s Top Threat Catalogue [CSA13] or ENISA’s telecommunications incident report [Dek12].
Furthermore, ongoing research is investigating how online measures, e.g., from intrusion de-
tection systems, can be used to augment threat probability indicators [ASH+05]. Finally, mea-
suring properties of a vulnerability on risk can incorporate a number of factors, including the
availability of usable exploits and structural properties of an infrastructure, e.g, the presence of
redundant components, longevity of standby electricity generators or the extent networks are
isolated in a cloud network infrastructure. In many cases, the determined values for impact,
threat probability and vulnerability severity are normalised into the range [0, 1]. These three
factors are intimately related: the probability of a cybersecurity threat manifesting can be af-
fected by the nature of a vulnerability, and in some cases, the potential impact it could have,
e.g., relating to terrorist of hacktivist actors.

Therefore, relating this discussion back to RAaaS, our aim is to specifically identify the mea-
surable properties of a cloud infrastructure that can support the risk analyst estimate the prob-
ability of a threat manifesting or determine the severity of a vulnerability, such as its ability
to be exploited. We achieve this by examining each of the threats and vulnerabilities that are
outlined in the SECCRIT catalogue, and when possible identify cloud infrastructure properties
that could be used to determine the aforementioned factors. To support this analysis, we used
the SECCRIT architectural model, which is summarised in Figure 10 on page 28.
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In SECCRIT deliverable D5.1 [Rol13], we have described the SECCRIT architectural framework
and various views on it. The monitoring view shown in Figure 30 illustrates which properties
of the system can be measured on which layer. At the Cloud Infrastructure layer, the resource
utilization of all physical resource, e.g., CPU load, network congestion, or storage utilization,
is available as well as hardware specific measurements, e.g., CPU temperature, electrical grid
utilization, or system maintenance activities. A subset of these measures is exposed to the ten-
ants, and is usually limited to a tenant-specific view – an exterior view on the virtual resources
at the Tenant Infrastructure layer. In addition, an interior view on the virtual resource by using
measurement agents within the virtual environment complements the measured properties at
this layer. Service-specific measurements have to be done at the Service layer, e.g., average
response time, service availability or maximum throughput. Finally, the service users observe
the delivered quality of service (QoS) and check this against the agreed SLA.

Figure 30: The SECCRIT monitoring architecture

The upper two layers of Figure 30 are unmodified with respect to legacy service deployments,
and the respective metrics are well-understood and documented. Thus, we will focus on the
infrastructure related metrics – both of physical and virtual resources. A cloud provider uses
a plurality of subsystems to monitor the physical resources. Many of these measurements
will not be exposed to the tenants, e.g., over-subscription ratio of physical resources. Such
measures will be transparent to the tenants. But tenants running critical services will ask for
an increased translucency of such measurements, in order to perform an online risk assess-
ment. The degree of translucency will be subject to business models and market demands;
critical infrastructure providers might prefer contracting with cloud providers which provide the
required translucency. Thus, we focus on the technical aspects and provide a list of measurable
properties, which can help an online risk assessment.

OpenStack, as one of the most relevant open-source cloud platforms, provides two modules
for monitoring, which are called Ceilometer15 and Healthnmon16. These general monitoring
frameworks provide a large set of metrics at the Cloud Infrastructure level – similar modules

15https://wiki.openstack.org/wiki/Ceilometer
16https://wiki.openstack.org/wiki/CloudInventoryManager
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are available for competing cloud management solutions. The set of metrics defined in Table 14
is considered helpful for a risk assessment, which can be provided by the cloud infrastructure
provider to the tenant infrastructure provider. On the Tenant Infrastructure Provider layer, a
large set of measures can be used in a risk assessment process. A number of these are
summaried in Table 15.

Table 14: The metrics that can be provided by the cloud infrastructure to its tenants, in order to
support online risk assessment

Metric Description Cat. ID

Node-ID [node-id] The ID of the compute node to which a virtual machine
is mapped can be used to verify that redundant ser-
vice components are mapped to independent physical
resources. The ID might be a tenant-specific identifier to
preserve data centre secrets.

OI-1

Physical com-
ponent failure
[node-id]

A service component which requested to be scheduled
to a compute node [node-id] with certain hardware fea-
tures, e.g., two or more redundant network interface
cards, should be informed about failures of such hard-
ware to initiate a fail-over. Until the VM is migrated to a
new compute node with the requested hardware features
the service is at higher risk.

VN-6, PI-2

Time to resource
migration [s]

Tenants scheduled to go into maintenance mode will be
informed about planned or impending migrations of vir-
tual resources ahead of time. The tenant can take pre-
ventive measures to reduce the risk of impact on the ser-
vice delivered, e.g., force a fail-over during low service
utilisation before migration is performed.

RE-10,
RE-11

Attack notification
[node-id]

If the cloud provider detects an active attack and takes
appropriate counter-measures, the tenant needs to be
informed about these measures. The cloud provider will
provide a notification for each compute node affected.
Examples can be firewall rules imposed.

RP-7, MS-
3

The measurable properties of a cloud infrastructure, which are enumerated in Tables 14 and 15,
represent an early stage in developing the RAaaS concept. Future work in the SECCRIT project
will contribute on various aspects to this concept. In work package four, the work on anomaly
detection on the network as well as on the virtual machine level will provide measurements on
the cloud infrastructure layer. Furthermore, the work on a cloud resilience framework will build
closed control loops based on these measurements. The activities conducted in work package
five on a trustworthy audit trail and validation infrastructure that can support root cause analysis
will be used to move this concept further.

9 Risk Management and Cloud Computing

It is a basic observation that risk is relational [Gar03, BC11]. Things become risks when they
have the potential to harm our interests, and it is our interests that shape what kind of risks they
are. Risk is also normative: when we create risks we create social obligations to mitigate them
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Table 15: The metrics that are available at the tenant infrastructure level

Metric Description Cat. ID

Virtual CPU load
[%]

This metric relates to the utilization of the virtual compute
resources, which could be measured to indicate that a
virtual service is behaving anomalous, e.g., with respect
to its normal behaviour patterns, or is under-resourced.

RE-1, RE-
4

Virtual memory
load [%]

In a similar fashion to virtual CPU load, unusual or un-
desirable virtual memory usage could be indicative of
a problem, e.g., a misconfiguration or attack behaviour,
which could leas to a service failing, for example.

RE-1, RE-
4

Virtual link load
[%]

Unusual utilization of the virtual link capacity could be
indicative of threats, such as a Distributed Denial of Ser-
vice attack (originating or targeted at a virtual service).
Furthermore, if malicious behaviour is not present, over
utilisation of virtual links could point to a misconfiguration
or resource over-utilisation issue.

RE-2, RE-
5

Number of packets
[#]

Related to the virtual link load, the number of pack-
ets that are observable at the tenant infrastructure level
could prove useful for risk assessment. This metric of-
fers a subtlety different view than the link load, as an
unusual number of small packets could be sent, which
do not result in high link utilisation.

RE-2, RE-
5

Number of active
connections [#]

Another related network metric is the average number
of packets that have been forwarded within an interval.
Again, this metric could be used to determine the ex-
istence of network-borne threats or those that result in
unusual network behaviour

RE-2, RE-
5

Number of blocked
packets [#]

This is a firewall statistic that can be used to determine
the number of packets that have triggered a firewall rule,
which resulted in it being dropped. Such dropped pack-
ets could indicate (the level of) malicious behaviour, and
point to increased risks from cyber-attacks.

Virtual switch con-
gestion [s]

The virtual machine instance are connected via a virtual
switch; this metrics relates to the average packet delay
that is introduced by this switch. As with the other net-
work characteristics, anomalous values of this measure
could indicate problems.

RE-2, Re-
5

Virtual storage
load [%]

This metric indicates the utilisation of the virtual storage
– anomalous usage of the virtual storage, e.g., a rapid
growth in the storage utilisation, could point to malicious
behaviour or misconfigurations, for example.

RE-3, RE-
6

or contain them [Luh93, Dou92, Sch99]. Thus it is actors’ failure to live up to their obligations
rather than failure to manage risk down to certain levels per se, that often causes most concern
[Fre03]. And risk is a social construction. Hilgartner [Hil92] suggests that any technology is a
whole network of things, including physical entities but also social processes and institutions
that make them work. Within such a network, particular entities become prominent as risk
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objects, especially when we can trace a clear link between them and some harm, or when they
appear resistant to control. In the process of determining what the risk objects are we distribute
responsibilities in a particular way that serves or harms the interests of different parties.

This suggests some important points about risk and cloud computing. First, it is necessary
to understand the interests of the relevant actors, and user organisations in particular. In ed-
ucation and public services these interests are often related to integrity and reputation. User
organisations are likely to deal in personal data about other parties, such as student grades
and reports, or client problems and conditions. Such organisations have to be seen to protect
such data, and meet both moral and legal obligations in relation to maintaining confidentiality
and integrity. Putting data into the cloud presents an obvious and basic threat and naturally
creates the perception of a vulnerability. Risk management needs to start from an analysis of
such issues.

Second, risks have to be traced not only to their causes but to those given responsibility for con-
trolling them. Risk management strategies have to be capable of letting such actors show that
they are discharging their obligations. Legal agreements may be important, as may be warn-
ings to and restrictions on end users. Given the way cloud computing distributes obligations
across user and provider organisations, and possibly to others acting as sub-contractors to the
provider, it becomes more important for the limits of responsibility to be clear. It may be difficult
for a user organisation to constrain cloud use by its organisational members. Furthermore, it
may also be difficult for the organisation to monitor the actions of a provider with whom it cannot
engage at a managerial level. And it may be difficult for the organisation to demonstrate to its
clients or the public that it takes such risks seriously without simply avoiding the use of cloud
services entirely.

Third, there should be a clear understanding of the network of objects that make up the tech-
nology. This includes all the provider’s technical systems and organisational processes, the
technical systems that remain within user organisations, communication systems, security sys-
tems and processes, users, user managers, provider system managers, malign third parties of
various kinds, and so on. The network is larger for cloud computing than conventional com-
puting, and less visible to user organisations in particular. Different actors will probably stress
different entities as risk objects, and it is important to look at the implications of any discrepan-
cies. The migration of computing from one physical site to another, for example, might be seen
as a risk mitigating strategy by a provider but a potential source of risk by users – especially if
the geographical location of data is relevant to their interests (for example, if the relevant laws
vary by region). Different actors may stress certain risk objects in a way that distributes respon-
sibility away from themselves, which could leave significant gaps in defences. Users might see
risks of sharing tenancy with a highly targeted other user as naturally being the responsibility
of the provider, but providers might evade such responsibility in their contractual provisions.

10 Conclusions and Further Work

Understanding the risks associated with deploying high-assurance ICT services in the cloud
is of critical importance, as these services support the critical infrastructures that our society
depends on. Without understanding these risks, it is not clear whether the cloud can be used
securely and safely, and in which forms it could be applied to support these services. To this
end, this deliverable has provided a number of items that can be used by the organisations that
implement high-assurance ICT services to understand cloud-based risks.
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Central to this is a novel cloud-specific threat and vulnerability catalogue, which can be be used
to support a risk assessment. We have shown how this catalogue can be applied to determine
the risk associated with adopting the cloud, through the use of an extension to existing risk
assessment processes. We have performed a study of risk perceptions, with respect to the
cloud, from an individual and organisational perspective. This study suggests the threats per-
ceived by individuals can be wide-ranging, and a major concern of a university organisation –
the target of our organisational analysis – is inappropriate use of its data by the cloud provider,
such as its dissemination to third-parties. Determining the likelihood of threats emerging and
the severity of vulnerabilities is challenging for the cloud, because of a lack of transparency and
their highly dynamic nature. As a starting point to address this issue, we have pointed to some
initial metrics that could be measured in a cloud infrastructure to support this analysis in an
online manner.

There is a great deal of future work that could be done in this area. Whilst the threat and
vulnerability catalogue we propose is arguably extensive, further work is needed to identify the
controls that can be applied to mitigate these. This is both important practically, i.e., to be able
to address the threats, and to support the implementation of a risk assessment – these controls
augment the likelihood and impact indicators in an assessment. Our efforts toward being able
to conduct online measurements of risk for a cloud deployment are preliminary, with many open
questions needing to be addressed. For example, it is not clear how some of these measures
can be determined in a trustworthy manner, i.e., ensured they have not been subjected to
tampering. Furthermore, in some cases, data could be revealed to tenants in an infrastructure
that could be commercially sensitive or used as the basis for an attack – an analysis of these
threats is required.
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A Legal Considerations

This appendix summarizes the legal issues that have been addressed in the preparation of this
deliverable.

1. Does the mechanism (or the system/context in which the mechanism is to be used) col-
lect, process and/or store data that is attributed to or can be reattributed to natural persons
(“personal data” as defined in the deliverable on legal fundamentals)?

No. There should be no need for the use of personal data for the purposes of the risk
assessment approaches that are outlined in this deliverable.

2. If yes:

(a) for what reasons/purpose is the personal data collected etc.?
Not applicable.

(b) What mechanisms have been applied to minimize the amount of personal data being
collected, processed, stored etc.? In particular, this can also include pseudonymiza-
tion and anonymization techniques.
Not applicable.

3. How does the mechanism ensure that non-authorized third parties do not have access
to the data? And in the cases they did have, how can this be recognized and revealed?
How are availability and integrity of the personal data ensured technically?

Not applicable.

4. How can it be retraced in real time where the data are located (including country, data
center, virtual machine, physical machine) and which processes/entities/etc. accessed
and processed the data (so that cloud behavior becomes as transparent as possible to
the cloud user and possibly other stakeholders)?

Not applicable.

5. How can it be ensured and technically proven that, when legal givens require data to be
deleted, the data are deleted everywhere?

Not applicable.

6. Can nonfunctional requirements be configured into the technical system like: no out-
sourcing to a foreign country, delete data after 3 weeks, no co-location of datasets X and
Y, . . . ?

Not applicable.

7. In cases of a failure happening during runtime, how can it be retraced where the fault
actually happened and what had been the cause of the failure?

Not applicable.

8. What technical mechanisms are employed to make this “digital evidence” credible (trusted,
not manipulated, provably true content, . . . ) and to make it available to legitimate parties?
(think of, e.g., a cloud user having to proof that a cloud provider did not fulfill his obliga-
tions)

Not applicable.
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B The SECCRIT Risk Perceptions Questionnaire

The questionnaire that was used to conduct the individual cloud computing risk perceptions
survey, which is described in Section 5.
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SECCRIT ­ SEcure Cloud computing for CRitical Infrastructure IT, is conducting this survey for perceptions of risk in 
cloud computing for critical infrastructure. 

The purpose of this questionnaire is to gather the experiences and views of informed people on the risks of cloud 
computing, especially when used by organizations that provide critical infrastructure services. It is being used as part 
of the SECCRIT project, in order to find out what risks are seen as being particularly important by both users and 
providers of cloud computing. 

Why should I complete this questionnaire? 

1. It is important to learn about the experiences and viewpoints of users and providers to produce effective ways 
of managing risks.  

2. We hope that you would find the questionnaire thought provoking.  
3. If you choose to provide contact details you may find it informative to see what other people think about the 

risks of cloud services.  

The results will be analysed and they may be used in scientific publications. These publications will present only a 
general analysis of your responses, and will not identify any people or organizations responding to the survey. All the 
responses you give will be held by us in strict confidence, and will be stored without any information that could 
identify you or your organizations. 

Our Contact Details: 
Noorulhassan Shirazi, n.shirazi@lancaster.ac.uk 
Jerry Busby, busbyj@exchange.lancs.ac.uk 

1. We would like to keep a separate record of your contact details so we can contact 
you again in a follow­up survey, but if you would prefer not to give your details you do 
not need to. If you give your contact details we will send you a summary of the findings. 
If you are happy to provide your email, please enter it below.
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2. Is your organization a provider, user or possible future user of cloud services? 

The term cloud services is qualified as any of the three main cloud service models: 
Infrastructure­as­a­Service (IaaS), Platform­as­a­Service (PaaS) or Software­as­a­
Service (SaaS). 

3. What is the principal industry of your organization?
 

4. How many employees are there in the organization that you are affiliated to?

5. What is your role in this organization?

 

6. How long have you been in this or similar roles?

 
Information about you

6

*

*
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Provider
 

nmlkj

User
 

nmlkj

Possible future user
 

nmlkj

Other (please specify) 

1­9 employees.
 

nmlkj

10­50 employees.
 

nmlkj

51­250 employees.
 

nmlkj

Over 250 employees.
 

nmlkj

Less than one year
 

nmlkj

1­2 years
 

nmlkj

3­6 years
 

nmlkj

More than 6 years
 

nmlkj
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7. How many years of PERSONAL experience do you have in using, providing, or 
otherwise being engaged in cloud computing of the following kinds?

8. How many years of experience does your current ORGANIZATION have in using, 
providing, or otherwise being engaged in cloud computing of the following kinds?

9. If you are not currently a user of cloud services, but a potential future user, then 
which of the cloud "layers" would you most likely use?

10. Please say in your own words what particular applications you outsource to the 
cloud (if you are a user).

 

11. Please say in your own words what you think are the main vulnerabilities in cloud 
services.

 

No experience Less than a year 1­2 Years 3­6 Years More than 6 Years

Infrastructure­as­service 
(where the cloud provider 
provides a virtual machine 
and operating system)

nmlkj nmlkj nmlkj nmlkj nmlkj

Platform­as­service 
(providing an application 
programming interface)

nmlkj nmlkj nmlkj nmlkj nmlkj

Software­as­service (for 
example email, file 
sharing and so on)

nmlkj nmlkj nmlkj nmlkj nmlkj

No experience Less than a year 1­2 Years 3­6 Years More than 6 Years

Infrastructure­as­service 
(where the cloud provider 
provides a virtual machine 
and operating system)

nmlkj nmlkj nmlkj nmlkj nmlkj

Platform­as­service 
(providing an application 
programming interface)

nmlkj nmlkj nmlkj nmlkj nmlkj

Software­as­service (for 
example email, file 
sharing and so on)

nmlkj nmlkj nmlkj nmlkj nmlkj
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Security services in the cloud
 

gfedc

Individual software packages (SaaS)
 

gfedc

Infrastructure as a service (Iaas ­ storage, network etc.)
 

gfedc

Platform as a Service (PaaS ­ complete OS and software packages available via cloud services)
 

gfedc

Other (please specify)
 

 
gfedc
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12. Please state what kind of risk assessment, if any and if known to you, that your 
organization uses either as user or provider.
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This section asks about direct and immediate risks to a system being provided as a cloud service. Section 4 will 
ask you about longer­term, indirect risks. 

This following list outlines general categories of risk that will be used as the basis for questions within this section: 

l Denial of cloud service: for example, when malicious attackers can attack the cloud provider through 
vulnerabilities in the cloud technology, rendering all its clients unable to use their applications, perhaps in 
critical situations.  

l Denial of service through neighbours: for example, when a denial of service attack ­ either commercially 
motivated or a politically motivated ‘hacktivist’ attack ­ is mounted on one user, and another user loses service 
because it happens to be co­located on the same server or uses the same network resources; or when a 
badly behaved neighbour disrupts a user’s service through maliciously or accidentally monopolising a shared 
resource.  

l Privilege escalation: for example, exploitation of the cloud technology to get privileged access to user’s 
confidential data or to modify important business rules.  

l Social engineering vulnerabilities: for example, staff employed by the cloud provider being enticed into 
disclosing your data to malign third parties, or introducing viruses to your applications.  

l Service migration: for example, your data being physically located in parts of the world where such data 
become vulnerable to loss of privacy or to being put in quarantine.  

l User redirection: for example, individuals trying to get access to your applications are maliciously or 
accidentally directed elsewhere due to vulnerabilities in the cloud service, and disclose confidential information 
or become unable to use the service in critical situations.  

 
Your perceptions of immediate risk
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Perceptions of Risk in Cloud Computing for Critical Infrastructures: APerceptions of Risk in Cloud Computing for Critical Infrastructures: APerceptions of Risk in Cloud Computing for Critical Infrastructures: APerceptions of Risk in Cloud Computing for Critical Infrastructures: A
13. For each of the following general categories of risk, please rate the likelihood that a 
risk could materialize and the potential consequences if it did.

14. For each of the same general categories of risk, please indicate which parties 
should carry the most responsibility for managing this risk. Multiple answers can be 
selected.

Unsure Very low Low Moderate High Very high

Likelihood of denial of 
cloud service

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Consequences of denial 
of cloud service

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Likelihood of denial of 
service through neighbours

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Consequences of denial 
of service through 
neighbours

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Likelihood of privilege 
escalation

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Consequences of 
privilege escalation

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Likelihood of social 
engineering vulnerabilities

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Consequences of social 
engineering vulnerabilities

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Likelihood of service 
migration

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Consequences of service 
migration

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Likelihood of user 
redirection

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Consequences of user 
redirection

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Individuals within 
organizations 
using cloud 
services

System managers 
within 

organizations 
using cloud 
services

Cloud service 
providers

Third party 
software 

developers

Network service 
providers

Other

Denial of cloud service gfedc gfedc gfedc gfedc gfedc gfedc

Denial of service through 
neighbours

gfedc gfedc gfedc gfedc gfedc gfedc

Privilege escalation gfedc gfedc gfedc gfedc gfedc gfedc

Social engineering 
vulnerabilities

gfedc gfedc gfedc gfedc gfedc gfedc

Service migration gfedc gfedc gfedc gfedc gfedc gfedc

User redirection gfedc gfedc gfedc gfedc gfedc gfedc

Other (please specify) 

55

66
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Perceptions of Risk in Cloud Computing for Critical Infrastructures: APerceptions of Risk in Cloud Computing for Critical Infrastructures: APerceptions of Risk in Cloud Computing for Critical Infrastructures: APerceptions of Risk in Cloud Computing for Critical Infrastructures: A
15. For each of the following system elements, please rate their vulnerability to some 
kind of attack or failure and please rate the seriousness of the impact this would have

Unsure Very low Low Moderate High Very high

Vulnerability of physical 
servers and their operating 
systems

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Impact on physical servers 
and their operating 
systems

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Vulnerability of 
virtualisation software

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Impact on virtualisation 
software

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Vulnerability of 
application software

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Impact on application 
software

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Vulnerability of network 
services

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Impact on network services nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Vulnerability of a users’ 
front­end computers

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Impact on a users’ front­
end computers

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Vulnerability of a cloud 
provider organization

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Impact on the cloud 
provider organization

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Vulnerability of a user 
organization

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Impact on the user 
organization

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Vulnerability of individuals 
within the user 
organization

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Impact on the individuals 
within the user 
organization

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj
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Perceptions of Risk in Cloud Computing for Critical Infrastructures: APerceptions of Risk in Cloud Computing for Critical Infrastructures: APerceptions of Risk in Cloud Computing for Critical Infrastructures: APerceptions of Risk in Cloud Computing for Critical Infrastructures: A

This section asks questions about your views on long­term risks in cloud computing. 

This following list outlines the general categories of LONG­TERM risk that will be used as the basis for questions 
within this section: 

l Loss of in­house technical capability: for example, losing all in­house expertise in providing computing 
services, so that the user organization can no longer cope if there is loss of cloud service for any reason, and 
loses its ability to assess new computing technologies  

l Loss of data control: The inability to regain control of data (personal or corporate) held in cloud services.  
l Inability to trace security breaches  
l Loss of technical choice and direction: for example, finding that the cloud provider starts to use a 

technology or adopts a new policy (or extends an existing one) that allows it to mine your data for its own 
purposes.  

l Resource saturation: The potential long term loss of performance as cloud computing becomes 
commonplace. For example, congestion in network traffic and congestion in cloud server capacity.  

l Resource allocation and price escalation: Risk resulting from the loss of control over how much computing 
resource the individuals within a user organization is paying for, and the future prices it will be charged  

l Loss of control through cloud provider supply chains: Loss of control over the computing supply chain 
through cloud providers themselves relying on other providers for specific computing or network resources  

l Cloud provider unscalability during peak demand: The inability of cloud provider to cope with 
concentrated peaks of computing demand. For example during adverse weather conditions.  

 
Your perception of less direct risk
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Perceptions of Risk in Cloud Computing for Critical Infrastructures: APerceptions of Risk in Cloud Computing for Critical Infrastructures: APerceptions of Risk in Cloud Computing for Critical Infrastructures: APerceptions of Risk in Cloud Computing for Critical Infrastructures: A
16. For each of the following general categories of risk, please rate the LIKELIHOOD 
that a risk could materialize, and the potential CONSEQUENCES.

Unsure Very low Low Moderate High Very high

Likelihood of loss of in­
house technical capability

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Consequences from the 
loss of in­house technical 
capability

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Likelihood of loss of data 
control

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Consequences from the 
loss of data control

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Likelihood of the inability 
to trace security breaches

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Consequences from the 
inability to trace security 
breaches

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Likelihood of loss of 
technical choice and 
direction

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Consequences from the 
loss of technical choice 
and direction

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Likelihood of resource 
saturation

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Consequences from 
resource saturation

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Likelihood of resource 
allocation and price 
escalation issues

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Consequences from 
resource allocation and 
price escalation issues

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Likelihood of loss of 
control through cloud 
provider supply chains

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Consequences from the 
loss of control through 
cloud provider supply 
chains

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Likelihood of cloud 
provider unscalability 
during peak demand

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj

Consequences from cloud 
provider unscalability 
during peak demand

nmlkj nmlkj nmlkj nmlkj nmlkj nmlkj
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17. Please describe any long­term risks you believe exist in cloud computing that are 
not covered in the above question.
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C OpenFlow: A Security Analysis

OpenFlow networks [MAB+08] are being increasingly used to realise the networks of large-
scale data centres that support cloud computing services. In this paper, we present a security
analysis of OpenFlow, which makes use of a combination of the Microsoft STRIDE vulnerability
analysis approach and attack trees. Understanding the security issues associated with Open-
Flow networks (and software-defined networks, in general) will become increasingly important
as this technology becomes more readily applied to data centres. Furthermore, this paper
presents a concrete example of how Data Flow Diagrams (DFDs) can be applied to model a
given architecture, such as a cloud computing deployment, which we advocate as part of the
risk assessment process that is described in Section 7 of this deliverable.

R. Klöti, V. Kotronis, P. Smith, “OpenFlow: A Security Analysis,” in 8th Workshop on Secure
Network Protocols (NPSec 2013), Göttingen, Germany, October, 2013.

A more in-depth description of this work can be found in [Row13].
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Abstract—Software Defined Networking (SDN) has been pro-
posed as a drastic shift in the networking paradigm, by de-
coupling network control from the data plane and making
the switching infrastructure truly programmable. The key en-
abler of SDN, OpenFlow, has seen widespread deployment on
production networks and its adoption is constantly increasing.
Although openness and programmability are primary features
of OpenFlow, security is of core importance for real-world
deployment. In this work, we perform a security analysis of
OpenFlow using STRIDE and attack tree modeling methods, and
we evaluate our approach on an emulated network testbed. The
evaluation assumes an attacker model with access to the network
data plane. Finally, we propose appropriate counter-measures
that can potentially mitigate the security issues associated with
OpenFlow networks. Our analysis and evaluation approach are
not exhaustive, but are intended to be adaptable and extensible
to new versions and deployment contexts of OpenFlow.

I. INTRODUCTION

Software Defined Networking (SDN) is the key outcome
of extensive research efforts over the last decade towards the
transformation of the Internet to a more open, programmable,
reliable, secure and manageable infrastructure. The main con-
cepts of SDN are: i) the separation of the network control
plane from the data plane and, ii) a logically centralized con-
troller [1], communicating with the data plane over open and
standardized interfaces and protocols. The control applications
running on top of element (ii) see a network-wide view based
on the abstraction of the distributed network state.

OpenFlow [2] is a standardized [3] protocol which im-
plements the aforementioned notion of SDN. It is used for
the interaction between a network switch, constituting the
data plane, and a controller, constituting the control plane.
The switch performs packet forwarding using one or more
flow tables. These tables contain sets of rules matching to
flows traversing the switch (i.e., matching to packet header
patterns), corresponding actions (e.g., forwarding or header
rewriting), and counters used for measurements. The flow rules
are installed on the switch by the controller. The controller
can choose to install them proactively on its own accord, or
reactively in response to a notification by the switch regarding
a packet failing to match existing rules.

Despite having started as a largely academic endeavour,
OpenFlow has been increasingly deployed in production sys-
tems over the past two years. For instance, Google has de-
ployed OpenFlow within its datacenter backbone network to
maximize utilization on links carrying huge elastic loads [4].
Major vendors such as Cisco, Juniper and HP are offering

OpenFlow support in their products [5], and they are using
OpenFlow capabilities to differentiate within the growing SDN
market [6]. It seems very likely that the adoption of OpenFlow
will continue at an increasing rate in the coming years, as
service providers and cloud hosts hope to accelerate service
deployment, enable easier cloud management and build novel
applications on top of their networks [7].

Given the potential of SDN in general (and OpenFlow in
particular) to revolutionize the way in which networks are
managed, looking into the security implications of OpenFlow-
based setups while the technology is still young constitutes
a very important and challenging task. Although there are
research publications on the deployment of security applica-
tions over OpenFlow [8], [9], none of these address the core
issue of the security of the protocol itself. To the best of our
knowledge, there is no official security analysis of OpenFlow
available to the public. For the sake of completeness, we note
the work in progress described with Internet Drafts [10], which
complement our current work. In this paper, we make the
following contributions:

a) Security Analysis: We perform a high-level, exten-
sible and adaptable security analysis of OpenFlow (protocol
and network setups), using the STRIDE [11] vulnerability
modeling technique. By combining STRIDE with attack tree
approaches [12], we provide a fitting methodology for an-
alyzing OpenFlow from a security perspective, uncovering
potential vulnerabilities and describing exploits.

b) Evaluation: We experimentally demonstrate promi-
nent vulnerabilities which are yielded by our security analysis.
Further, we implement test-suites in order to exhibit the impact
of the exploitation of these vulnerabilities on a widely used
OpenFlow virtual switch [13] and controller [14], using an
OpenFlow network emulator [15].

c) Recommendations: Based on our security analysis
and evaluation of OpenFlow, we propose techniques that could
prevent or mitigate the identified security issues, depending on
the deployment and operation context.

The rest of the paper is structured as follows: Section II
provides an overview of our security analysis of OpenFlow,
along with the methodology used and vulnerabilities found.
Section III describes the evaluation environment and presents
the results of our test-suite for different attacks. In Section IV
we recommend prevention and mitigation techniques stemming
from our analysis and evaluation. Section V gives an overview
of the related work. Finally, we conclude.978-1-4799-1270-4/13/$31.00 c© 2013 IEEE



II. OPENFLOW SECURITY ANALYSIS

We have carried out a structured security analysis of the
OpenFlow protocol. Here, we provide an overview of the
methodology applied to conduct this analysis. For more details
we refer the reader to our work in [16], where the full
methodology and results are presented.

A. Methodology

To implement the security analysis of OpenFlow, we com-
bine two modeling techniques: Microsoft’s STRIDE method-
ology [11] and attack trees [17]. In an initial phase, the
STRIDE methodology is used to construct a model of an
OpenFlow system and enumerate its potential vulnerabilities;
subsequently, attack trees are employed to explore how the
identified vulnerabilities could be exploited by an attacker.

Using STRIDE, a Data Flow Diagram (DFD) of a target
system can be developed. This DFD shows the system’s
components, including processes, data stores, (conditional)
data flows and trust boundaries. With a DFD in place an analyst
then examines the potential vulnerabilities of each compo-
nent using the STRIDE mnemonic: Spoofing, Tampering,
Repudiation, Information Disclosure, Denial of Service, and
Elevation of Privilege. For instance, one might consider the
possibility of a Denial of Service (DoS) to an OpenFlow
controller process, and evaluate its impact on the overall
system. The result of this analysis is a set of system component
and vulnerability pairs.

We use attack trees to explore how an identified vulnerabil-
ity could be exploited. The root of an attack tree is an attacker’s
ultimate objective – in our case, an OpenFlow component and
vulnerability pair, derived by STRIDE. Sub-nodes in a tree
represent intermediate attack objectives; leaf nodes represent
basic actions and events. Branches in a tree can have logical
OR or AND semantics, whereby any sub-node or all sub-nodes
must be satisfied to achieve a goal, respectively. The analysis
begins at the root node; child nodes are created recursively by
decomposing the parent objective.

We made the following assumptions about the attacker’s
capabilities: they are unable to gain access to the secure con-
trol channel that provides connectivity between an OpenFlow
switch and its controller, and they cannot directly compromise
the system on which the controller or the switch runs. We
made these assumptions for two reasons: (i) we assume that
a network operator has taken reasonable precautions to secure
the controller and associated communication channel (e.g., via
TLS), and (ii) we wanted to focus on threats that emerge from
the data plane as a consequence of using OpenFlow.

B. Modeling and Analyzing OpenFlow via STRIDE

Fig. 1 presents a simplified version of a DFD of an Open-
Flow switch (for space reasons, we show only a simplified
DFD). A number of processes are shown in Fig. 1 that perform
forwarding tasks (i.e., Data path, implemented on the hardware
of the switch) and OpenFlow-related activities: the OpenFlow
Module, which runs as a software on the switch’s CPU
and performs tasks such as managing the Flow table based
on interactions with the controller, and the Secure Channel
process that handles switch–controller communication. Data

flows are defined, e.g., Read flow table and Packet sample.
A trust boundary exists between the data path and the Open-
Flow components, as indicated by the dashed-line. Interactions
across such boundaries should be carefully considered, as they
are likely sources of attacks. Finally, the Flow table data store
is shown, which contains flow rules for matching L2 – 4
headers, actions to be invoked on flows, and counters.

Data path

OpenFlow
Module

Secure
Channel

ModifyRead

Read flow table

Update counter

Set state/action

Get state/event

Packet sample

Transmit packet

Denial of service
Information disclosure

Tampering
Flow table

Fig. 1. Simplified DFD for an OpenFlow switch, showing relevant vulnera-
bilities

With a DFD in place, one can analyze each component
using the STRIDE mnemonic. We observe that Information
Disclosure, Denial of Service and Tampering vulnerabilities
and attacks are possible. An attack with severe consequences is
a Denial of Service against the flow table, whereby an attacker
aims to overload the table with flow rules, illustrated in Fig. 1.
We show how an attacker can achieve this in Sec. III-B1. We
further note the possible detrimental effects of such attacks on
the controller as well as the secure channel – in the case of the
former, the attack may also affect further switches managed by
the same controller. If the attacker has sufficient knowledge of
the internal implementation, they may be able to effect a hash
collision attack on the flow table or analogous data structures in
the controller. With respect to Information Disclosure, we note
that by observing differences in controller response times, an
attacker may be able to derive information about network state,
such as active flow rules. Sec. III-B2 gives an example of such
an attack. Furthermore, with respect to Tampering we mention
the possibility of cache poisoning attacks against the flow table
and/or controller state. More complex attacks that combine the
aforementioned primitives (e.g., using knowledge acquired by
a preemptive Information Disclosure attack in order to mount
an effective DoS) can also be formulated.

C. Attack Tree Analysis

We have developed attack trees for several vulnerabilities
that were identified using the STRIDE methodology. An ex-
ample attack (sub-)tree is shown in Fig. 2, which shows how
an attacker might implement an Information Disclosure attack
against an OpenFlow controller. In this scenario, an attacker
is attempting to learn the nature of the controller’s behavior,
e.g., whether and which aggregated rules are in use for certain
flows, by measuring the time it takes for selected packets to
reach an end-point and return. The intuition for this attack
is that packets which do not correspond to already installed
flow rules require forwarding to the controller, thus inducing
an additional forwarding and processing delay.

Fig. 2 shows the steps necessary to realize this attack –
an attacker must elicit a response from an end-point, either
by gaining access to multiple clients (e.g., by compromising
a machine) or forcing a client to reproduce a response. Either
of these options is possible, as indicated by the logical OR



Select packet 
contents

Information 
disclosure against 

controller

Send packets &
measure time

Obtain access 
to multiple 

clients

Force another 
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produce 
response

Disclose installed 
flows using a timing 

attack

Fig. 2. Simplified attack (sub-)tree showing an Information Disclosure attack
against an OpenFlow controller

branch in the attack tree. Subsequently, an attacker selects the
packet contents associated with the information they wish to
disclose, sends the packet and measures the round-trip time. A
more detailed description of this attack is given in Sec. III-B2,
wherein we describe an experimental implementation of it.

III. EMPIRICAL EVALUATION

A. Setup and Emulation Environment

In this section, we provide an overview of the emulation
environment, the traffic generation tools and the network setup
that we used in order to evaluate the Denial of Service and
Information Disclosure vulnerabilities and consequent attacks.
Further evaluation details and scripts implementing our test-
suite are provided in [16].

1) Emulation Environment: We used the Mininet frame-
work to create virtual networks based on Open vSwitch [13].
Mininet utilizes network namespaces, a feature of the Linux
kernel, to implement lightweight network virtualization. In-
dividual clients are modeled as nodes (which can be hosts,
switches or controllers) and possess interfaces, representing
NICs. Virtual links between interfaces are modeled as links,
which may be subject to performance constraints, such as
bandwidth, delay, buffer size and simulated packet loss. See
[18] for more information on the Mininet implementation.

2) Traffic Generation: To implement the attacker, the
packet generation and analysis framework scapy is used. It
is a Python-based framework allowing the creation of packets
with arbitrary data in the header fields. The utilitity netcat is
used to emulate a TCP client and server.

3) Network Setup: The main setup consists of two identical
client systems, a user-space OpenFlow switch and a POX-
based controller [14]. This setup is depicted in Fig. 3. Each
node has a unique virtual network connection to the switch.
The attacker controls one or more client systems. The attacker
does not have any control over or access to the switch
or the controller. External observations (e.g., packet dumps
between the switch and the controller) are not permitted for the
attacker, but may be used to evaluate the impact of the attacks.
Some forms of attack require a more sophisticated network
environment depicted in Fig. 4, which shows two virtual
switches linked together. Each of the switches is connected
to three further virtual hosts. A single controller controls both
switches. As above, all of the data path links have identical

performance parameters, while the control path links also have
identical and distinctive (from the data path links) performance
characteristics. This setup requires that the controller supports
layer-3 forwarding properly.

h1h1 h2h2

c0c0

s1s1

Fig. 3. Schematic diagram of virtual network setup used in Sec. III-B1

h1-1h1-1 h2-1h2-1

c0c0

s1s1 s2s2

h1-3h1-3 h2-3h2-3

h1-2h1-2h1-2h1-2 h2-2h2-2

Fig. 4. Schematic diagram of virtual network setup used in Sec. III-B2

B. Results

1) Denial of Service: The objective of this attack is to
generate a large number of packets that will be sent to the con-
troller and result in it installing a new flow rule for each packet,
eventually overflowing the flow table. We utilize the POX
module forwarding.l2 learning which implements a layer-2
learning switch, exemplifying a purely reactive strategy. As the
controller only installs rules matching header fields exactly, it
is only necessary to permute some value in a packet header to
cause the installation of a new flow rule. For this purpose, the
source and destination port fields of UDP packets are used. The
forwarding.l2 learning module has been modified to accept
user-provided soft timeout values, which determine when a
flow rule expires, so that their effect on the attack may be
observed. The effect of the attack is measured by packet loss
and instances of the All tables full error being produced by the
switch. These correlate perfectly, so only the former is shown
here. Fig. 5 shows a steady increase in the number of lost
packets with an increasing timeout value. This increase can
be explained as follows: larger timeouts mean more persistent
flow rules within the table and larger probability of table
overflows and denied rule installations. There is also a long
plateau between approximately 37 s and 67 s, probably an
artifact of the Open vSwitch implementation [13].

Fig. 6 illustrates that lower performance on the control link
tends to aggravate the effect of the aforementioned DoS attack,
with the plateau of packet loss being reached earlier (with
31 s timeout). The packet loss also exceeds this plateau for
lower timeout values (about 64 s). There is significantly higher
incidence of packet loss being observed for smaller timeout
values than in the previous case. This is counterintuitive: we
expected that with the same timeouts, a slower control link
would result in less flow rules being installed per time unit,
thus reducing the incidence of table overflows.
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Fig. 5. Test with data link at 100 Mbps, 10 ms delay, control link at 100
Mbps, 1 ms delay
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Fig. 6. Test with data link at 100 Mbps, 10 ms delay, control link at 10
Mbps, 10 ms delay

2) Information Disclosure: The objective of the attack is to
exploit the use of flow aggregation in order to discover some
aspect of network state that would otherwise not be visible to
an attacker. This information could be used by an attacker to
determine the presence and nature of services on a network.
Such knowledge might also be used in a later stage of an
attack. The network setup used here is described in Fig. 4. If
a server is connected to the second switch (s2), and several
clients to the first switch (s1), then the aggregation occurring
in s1 in response to several connections from the clients to the
server could allow another client connected to s1 to deduce that
such a connection exists. This is performed by timing the TCP
setup; if a second connection attempt is substantially faster
than the first, then a new flow rule was installed in response
to the connection attempt. Conversely, if there is no significant
difference, the attacker may conclude that a flow rule already
existed. For this attack to be performed, it is necessary that
dynamic aggregation of flow rules is in use. This is achieved
with the POX module forwarding.l3 aggregator simple. This
module sets the following header values to wildcards: link and
network layer source addresses, transport layer source port and
the physical switch port. The forwarding behaviour does not
need to depend on source values, so the aggregation of these
fields is reasonable to minimize the number of flow rules.

We measure the distribution of setup times in order to
determine the certainty with which we may conclude whether
an existing flow rule is present. We also perform the operation
with a non-aggregating controller, acting as the control. This
allows us to observe how significant the differences in timing
are. Fig. 7 shows a histogram of the control data. The two data
sets exhibit the case before a parallel connection is created
from another client to the server, and the case afterwards. In
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Fig. 7. Histogram of control using forwarding.l3 learning controller with
symmetric timing at 10 ms
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Fig. 8. Histogram of data using forwarding.l3 aggregator simple controller
with symmetric timing at 10 ms

the latter case, aggregation may occur, if the controller allows
this. In the control, this is not allowed. The distributions here
are equal within a reasonable tolerance, as expected.

Fig. 8 shows a histogram of measured times when ag-
gregation is in effect, for a network with symmetric delays
(the latency is the same on all control and data links). The
distribution of the second data set (with aggregation) is clearly
distinguishable from the pre-aggregated one, in contrast to the
previous case. This attack is dependent on the latencies of
the network in question; longer latencies on the control path
increase the distinguishability of the distributions, while longer
latencies on the data path or multiple hops diminish it.

IV. RECOMMENDATIONS

Based on the findings of our model-based analysis in Sec. II
and experimental results in Sec. III, we provide insights regard-
ing techniques that could potentially counter the uncovered
security issues within OpenFlow deployments.

To organize our recommendations, we consider the various
network setups in which OpenFlow may be deployed, together
with their special characteristics such as: 1) the user base
(e.g., known and trusted or external and untrusted), 2) the
direction of flow establishment (e.g., inbound from untrusted
sources or outbound from trusted insiders), and 3) the opera-
tional requirements: security (e.g., prevention of unauthorized
external access), performance (e.g., throughput and latency)
and reliability (e.g., minimization of downtime or fast fail-over
capability). Table I includes usual network types together with
their corresponding properties and requirements. Requirements
are ranked with high (H), medium (M) or low (L) importance.



Type User base known Flows established Requirements
(main direction) Security Performance Reliability

Corporate 3 Outbound H M H
Academic 3/7 Outbound M L M
Research 3 Both L L L

Data center 3/7 Both H H H
Backbone 7 Both L H H

DMZ 7 Inbound H M H
Special purpose 3/7 Unknown M M M

TABLE I. DIFFERENT NETWORK TYPES AND THEIR PROPERTIES.

Next, we mention proposed state-of-the-art applications [7]
of OpenFlow within the aforementioned network environ-
ments: 1) dynamic or proactive switching and routing, 2) mul-
ticasting, 3) access control, 4) load balancing, 5) fail-over
and path recovery, 6) QoS policy enforcement, 7) network
virtualization and isolation [19], and 8) monitoring and in-
strumentation. Different network types may benefit more from
certain applications, e.g., a monitoring controller application
that captures the behavior of new flows is valuable to data-
center and DMZ networks, as well as research networks.
We note that the prevention and mitigation techniques to be
used depend on the combination of the network type and
application: there is no “one-size-fits-all’ recipe or practice.

In the following two sections, we describe a number
of useful techniques that can potentially mitigate DoS and
Information Disclosure attacks, applicable to diverse networks.
We note that the context of these approaches is not a generic
network setup, but an OpenFlow environment. Although these
techniques are recommended, they require further investigation
and empirical evaluation, beyond the scope of this paper.

A. Denial of Service

DoS attacks can target the controller and/or the switch,
aiming at crippling the communication between the compo-
nents or the components themselves. Mitigation in this context
is coupled with the continuing operation of those elements,
without noticeable performance degradation. The following
approaches are conceivable for achieving this goal.

1) Rate Limiting, Event Filtering, Packet Dropping and
Timeout Adjustment: Rate limiting on the control channel
and/or the data interface can allow the controller and/or the
switch respectively to remain responsive during a DoS attack,
although it cannot protect other users from negative effects.
Event filtering enables the selective handling of event types
by the controller, potentially increasing system resilience. Fur-
thermore, in case the attacker can be detected with sufficient
precision, flow rules that match the malicious traffic can be
installed on the switch, effectively dropping the misbehaving
packets. Even if the administrators are unable to isolate the
attacker, traffic prioritization and QoS mechanisms can be put
in place to cope with the load. Lastly, flow timeouts can
be tuned to decrease the impact of DoS accordingly, since
larger timeouts can lighten the load on the control channel
while shorter ones can decrease the number of switch flow
table overflow incidents. Some of these approaches have been
standardized by the ONF [3] in recent versions of OpenFlow.

2) Flow Aggregation: Flow Aggregation is a proactive
strategy where each flow rule matches multiple network flows,
thus reducing the number of rules required to match network
traffic. Its advantage is that the flow table is less prone to
overflows, while the controller receives less load on the control

Proposed measures Implemented on Suited for
Description Switch Controller Protocol Network

Rate limiting 3 3 3

AllEvent filtering 3 3 3
Packet dropping 3 7 7
Reduce timeouts 7 3 7

Flow aggregation 7 3 7
Backbone

Data center
DMZ

Attack detection 3 3 7
Corporate
Academic

DMZ

Access control 7 3 7
Corporate

Special cases

TABLE II. PROPOSED COUNTERMEASURES AGAINST DENIAL OF
SERVICE ATTACKS AND THEIR CONTEXT.

channel, i.e., fewer unmatched packet notifications by the
switch. Of course, this comes with the cost of precision and re-
sponsiveness. Aggregated flow rules are suitable for networks
that practice proactive strategies, e.g., backbone carriers, but
they may not be applicable to enterprise networks, where fine-
grained flow control is a key security objective. This method
is obviously more effective when the attack traffic has limited
dispersion characteristics.

3) Attack Detection: Detecting DoS is itself a very difficult
problem and open research area [20], [21]. Here, we note that
basic detection functionality could be implemented as a logi-
cally centralized controller application. Related performance
issues (such as control channel latency) can be technically
dealt with in part via physical distribution or multi-thread pro-
cessing. On the switch’s side, the flexible forwarding behavior
of OpenFlow could be employed to direct flows to monitored
paths for processing, while the monitoring systems themselves
can “subscribe”, via OpenFlow, to the type of traffic they want
to examine dynamically. The addition of OXM to OpenFlow
v1.2 [3] offers useful extensions to implement DPI on a flow
at relatively low performance costs, subject to vendor support.

4) Access Control: Enforcement of access control lists
in the form of flow rules on the table of the OpenFlow
switch is also a feasible and low-cost approach. For example,
traffic originating from inside the trusted domain may be
allowed to pass, while inbound traffic would be compared
against a whitelist set of flow rules. This solution is worth
considering for corporate networks, in which traffic is likely
to originate from internal hosts or trusted external ones (e.g.,
over VPN connections). On the other hand, it is not bound to
be applicable in DMZ or backbone networks. Lastly, directing
flows to actual firewalls and IPS that analyze and filter traffic
is another solution, although these systems do not separate the
data and control planes and do not follow the SDN principles
of OpenFlow. The problem of detecting or predicting malicious
traffic still remains. In any case, the controller is responsible
for installing the appropriate flow rules that handle such traffic
(e.g., which drop it), proactively or reactively on the switch.

Table II summarizes the diverse approaches that can be
employed to mitigate DoS attacks, along with the appropriate
implementation context (switch, controller and protocol) and
the applicability on different network environments.



B. Information Disclosure

Information Disclosure, arising from timing analysis, can
reveal certain aspects of a network’s state as well as a
controller’s strategy to an attacker. Mitigation in this context
means ensuring that the observable system parameters do not
expose the internal system state. For example, the increased
delay for the establishment of a new flow rule in response to
an incoming packet can inform the attacker about the behavior
of the OpenFlow controller. The following approaches are
conceivable for achieving mitigation.

1) Proactive Strategies: Proactive flow rule establishment
removes the dependency of the response time on the network
state (i.e., the switch flow table entries). Of course, automatic
flow aggregation techniques may worsen the situation, since an
attacker may infer the presence of another connection that is
aggregated with his current one from the switch’s perspective.

2) Randomization: Increasing the variance of measurable
response times can increase the statistical uncertainty of the
attacker and reduce the strength of the attack considerably.
A way to implement this via OpenFlow is to randomize the
timeouts of the installed flow rules, in order to mimic an unpre-
dictable behavior that will prevent the attacker from forming
a coherent view of the network state. In this case, trade-
offs between the level of timing obfuscation and performance
degradation need to be carefully evaluated.

3) Attack Detection: Any attack that is based on timing
analysis is likely to exhibit a distinctive, repetitive pattern that
may be used by a controller application to detect it, enact
counter-measures or notify an administrator. Counter-measures
could include dropping suspicious traffic, introducing random-
ization or adapting the forwarding strategy accordingly.

V. RELATED WORK

To the best of our knowledge, there is no prior official
security analysis of OpenFlow itself, [10] notwithstanding. [8]
introduces an extension called FortNOX to the NOX controller
[1], providing a role-based access control system that validates
digitally signed flow rules before table insertion. FortNOX
is focused on the control plane and proposes extensions to
OpenFlow control, while our work is focused on the data plane
and is an analysis of OpenFlow. [19] proposes FlowVisor,
a system allowing virtual networks to be built on top of
an OpenFlow network, thus enabling multiple experimental
network slices that do not interfere with production traffic. [9]
proposes VeriFlow, a system used to validate the forwarding
behavior of an OpenFlow network in real time. [22] describes
OpenFlow Random Host Mutation, a technique that exploits
OpenFlow to protect end systems from attacks by providing
them with virtual external IP addresses, translated into the
actual ones by the controller. [23] describes an application of
OpenFlow for the detection of DDoS attacks, making use of
Self Organising Maps to classify traffic patterns.

VI. CONCLUSIONS

We presented a security analysis and modeling methodol-
ogy for the OpenFlow protocol and network setups. Using
STRIDE [11] and data flow diagrams we uncovered vulnera-
bilities such as Denial of Service and Information Disclosure

which are exacerbated due to the nature of SDN. These
vulnerabilities were developed into feasible attacks through
attack tree modeling methods. The feasibility and impact of the
attacks were evaluated using network emulation, testing tools,
an open-source controller and a virtual OpenFlow switch distri-
bution. Based on our analysis and evaluation, we recommended
numerous prevention and mitigation techniques corresponding
to different network deployment and operation contexts. Our
methodology and testing approach can be adapted to future
versions and extensions of OpenFlow. We hope that this work
will help SDN researchers [24] and the OpenFlow standardiza-
tion body [3] in the ongoing effort [10] for SDN architectures,
applications and standards that are more secure by design.
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D Anomaly Detection in the Cloud

One of the categories of threat that we have identified relates to the challenge of implementing
existing security controls in the cloud environment (see Section 6.1.10). An increasingly impor-
tant security control is anomaly detection systems, which aim to identify deviations from normal
behaviour that could indicate an attack or some other challenge, such as a misconfiguration.
As a demonstration of this issue, in this paper, we explore the impact that wide-area virtual ser-
vice migration (which can be applied to increase the fault-tolerance of cloud-based services)
has on contemporary network flow-based anomaly detection techniques. The paper suggests
that this form of migration can affect these techniques, e.g., resulting in higher numbers of false
alarms, pointing the way for further exploration of this problem. In the SECCRIT project, this
issue is addressed more comprehensively in the context of work package four, and presented
in Deliverable D4.1 [SuhSHB13].
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Abstract—The use of virtualisation technology in the cloud
enables services to migrate within and across geographically
diverse data centres, e.g., to enable load balancing and fault
tolerance. An important part of securing cloud services is being
able to detect anomalous behaviour, caused by attacks, that is
evident in network traffic. However, it is not clear whether
virtual service migration adversely affects the performance of
contemporary network-based anomaly detection approaches. In
this paper, we explore this issue, and show that wide-area virtual
service migration can adversely affect state of the art approaches
to network flow-based anomaly detection techniques, potentially
rendering them unusable.

I. INTRODUCTION

Cloud computing has proved to be a popular way for
organisations to provision services for their users. There are
a number of reasons for this popularity, including potential
reductions in operating costs, flexible and on-demand service
provisioning, and increased fault-tolerance. Drawn to these
benefits, operators of critical information infrastructures – the
ICT infrastructures that support gas and electricity utilities
and government services, for example – are considering using
the cloud to provision their high assurance services. This is
reflected in a recent white paper produced by the European
Network and Information Security Agency (ENISA), which
provides specific guidelines in this area [1].

Deploying high assurance services in the cloud increases
cyber-security concerns – successful attacks could lead to out-
ages of key services that our society depends on, and disclosure
of sensitive personal information. To address these concerns,
a range of security measures must be put in place, such as
cryptographic storage and network firewalls. An important
measure is the ability to detect when a cloud infrastructure,
and the services it hosts, is under attack via the network,
e.g., from a Distributed Denial of Service (DDoS) attack. A
number of approaches to network attack detection exist, based
on the detection of anomalies in relation to normal network
behaviour [2].

One of the essential characteristics of cloud computing is
the use of virtualisation technology, which supports the mi-
gration of services across a physical infrastructure within and
between large-scale cloud data centres – known as local and
wide-area migration, respectively. The reasons for service mi-
gration are manifold, including responding to hardware faults,
planned maintenance tasks, and handling localised peaks in

service requests by moving services “closer” to their user.
Whilst virtual service migration has a number of benefits, it has
the potential to make the implementation of security measures
challenging, therefore introducing new vulnerabilities [3].

In this paper, we are specifically interested in examining the
affect virtual service migration has on contemporary network
anomaly-based attack detection techniques – as services move,
migration may be observable in the network traffic that is
being used for anomaly detection. Such techniques aim to
detect anomalous traffic in relation to a learned baseline,
which represents normal behaviour. It is unclear to what extent
virtual service migration, which is arguably representative
of “normal” cloud behaviour, can be incorrectly observed
as an anomaly, and therefore an attack. Conversely, attacks
may be missed because of virtual service migration. If this
problem is significant, anomaly detection techniques could be
rendered unusable for the cloud, thus representing a significant
vulnerability and a potential inhibitor to the deployment of
high assurance services.

Using a novel toolchain, which simulates attacks and
virtual service migration in network flow traces, we have
examined the detection performance of two anomaly detection
techniques – Principal Component Analysis (PCA) [4], [5],
[6] and the Expectation-Maximisation (EM) clustering algo-
rithm [7], [8]. In previous research, these detection techniques
have been shown to give acceptable detection performance
results in non-cloud settings. Under different attack and virtual
service migration scenarios, we have measured their ability
to reliably detect attack behaviour in the cloud. Our results
suggest that, in some configurations, a potentially insecure
number of attacks are missed, and an unusably high number
of alarms pertaining to normal behaviour are generated. This
result draws into question the use of these techniques, and
potentially others, in large cloud data centres, in which virtual
service migration is a common undertaking.

The rest of this paper is organised as follows: Section II
discusses related work – our investigations indicate that, to the
best of our knowledge, there is no previous work that directly
addresses the problem explored in this paper. A discussion
on virtual service migration and its affect from a network
perspective is presented in Section III. Section IV describes
the toolchain and traffic data that we used to obtain the
experimental results, which are described in Section V. We
conclude and discuss potential solutions to the problem we
have explored in Section VI.



II. RELATED WORK

A number of approaches can be used to detecting network-
borne attacks, such as Distributed Denial of Service (DDoS)
attacks, to large cloud data centres. There has been significant
research interest in and deployment of algorithms that aim to
identify deviations from normal traffic behaviour – anomalies
– that are indicative of attack behaviour. A survey of anomaly
detection approaches has been produced by Chandola et al. [2].
Our research is based on contemporary approaches that use
spectral analysis to detect anomalies in entropy measures,
derived from network flow summary data. Tellenbach et al.
examine the use of Kalman filter, Principal Component Anal-
ysis (PCA), and Karhunen-Loève Expansion (KLE) when con-
sidering the affect of different entropy measures on detection
performance [4]. For our investigation, we use PCA, as it has
been shown to perform well when configured appropriately [6]
and continues to be investigated in the research community [5].
To explore the potential extent of the problem that we have
identified, we have used an anomaly detection algorithm
that uses clustering; specifically, the Expectation-Maximisation
(EM) algorithm, which has shown to give promising detection
performance [7], [8].

Our investigation relates to identifying potential short-
comings in flow-based anomaly detection techniques, which
manifest due to their deployment; in this case, wide-area
virtual service migration in large cloud data centres. This
line of enquiry is, in-part, motivated by previous research,
conducted by Brauckhoff et al., which examined the impact
sampling of network flow data has on anomaly detection [9].
Their study showed that statistical techniques that identify
anomalies in traffic volumes perform less effectively under
sampling conditions. Furthermore, they suggest spectral-based
analysis, using entropy measures of traffic feature distributions,
e.g., source and destination IP address and port numbers, are
more robust to sampling. As we will discuss in Section III,
wide-area virtual service migration manifests as a change in
network traffic volume, observable at a data centre – this is
similar to the affect sampling has. This observation was one
of the motivations for the choice of a PCA-based approach
for the study we present in Section V. To the best of our
knowledge, our investigation is the first to examine the affect
virtual service migration has on network flow-based anomaly
detection techniques.

III. PRELIMINARIES – VIRTUAL SERVICE MIGRATION

In order to consider the analysis results that are presented
in Section V, a brief discussion on virtual service migration is
required, along with its affect on data centre network traffic.

A. Virtual service migration in large cloud data centres

An essential characteristic of cloud computing is the use
of virtualisation technology [10], whereby services execute
in virtual machines atop of a physical compute, storage and
network infrastructure. Virtualisation supports the ability to
migrate services between different underlying physical infras-
tructure. There are multiple reasons to migrate services as
a consequence of the day-to-day operation of a large data
centre, including load balancing, failure of the underlying
hardware [11], in response to routine maintenance tasks, and

reducing network costs. In some cases, a service must be
migrated between geographically and topologically distinct
data centres. For instance, if the majority of client connections
for a service originate in Asia, but the service is hosted in
Europe, network costs can be decreased if the service is moved
topologically closer to its clients. Furthermore, geographical
diversity of data centres is supported by commercial cloud
providers, such as Amazon, in order to improve fault-tolerance.
Moving services between data centres is known as wide-area
migration. Conversely, local-area migration occurs when a
service is migrated within a data centre. In both cases, there
are multiple approaches to ensure the network traffic that is
destined for a migrated service is forwarded to the correct
location [12].

B. Observing migration in network traffic

Importantly for anomaly detection, service migration may
result in observable effects in network traffic – this depends on
where network traffic that is to be analysed is collected in the
data centre topology, and the type of migration that is carried
out. For example, if a local-area migration is executed, the
change in traffic could be observable at Top-of-Rack (ToR)
and aggregate switches, but not at the gateway to the data
centre. (This is the case if we assume the data centre topology
outlined in [13].) Since it is common practice to analyse
traffic at the edge of a data centre, local area migration is
opaque at this location. However, for wide-area migration,
traffic destined to the migrated service will be forwarded to
a different data centre, and will stop being received at the
origin after the migration process has finished. This will result
in potentially observable effects in traffic collected at the edge
of a data centre, and hamper anomaly detection techniques. In
this paper, it is precisely this problem that we explore – i.e.,
the affect that wide-area service migration has on anomaly
detection techniques when network traffic that is used for
analysis is collected at the data centre edge.

Broadly speaking, what occurs at a data centre after a wide-
area migration can be described as removing all the traffic
related to a migrated service at the source data centre, and
adding new traffic for a service or set of services at the target
data centre. We acknowledge there will be other observable
effects, such as virtual machine state being transferred, but we
expect these to be relatively minor in a large data centre. These
effects are illustrated in Fig. 1, which shows changing source
port entropy values over time, with a dataset that includes a
port scan that operates for its duration and a service migration
at time 10/24. These plots were created using the dataset
and toolchain we describe in Section IV. The migration can
be seen as the entropy decreases at the source data centre
(Fig. 1(a)), where a service is removed and the source port
distribution is not as previously dispersed. At the target data
centre (Fig. 1(b)), the inverse can be observed, including port
entropy changes that could result in false alarms. Another
interesting observation that can be made is how the injected
anomalies appear after migration – in Fig. 1 these are shown
as the peaks. At the source data centre, after migration, the
anomalies appear more pronounced when compared to the rest
of the traffic. The inverse can be observed at the target data
centre after migration.



(a) Source data centre (b) Target data centre

Fig. 1. The affect of migration on source port distribution of traffic at the source and target data centres. Migration occurs at 10/24; the dataset includes a
port scan for its duration.

IV. SIMULATING CLOUD SERVICE MIGRATION

In order to examine the affect virtual service migration
has on anomaly detection, we created a toolchain that can be
used to “simulate” virtual service migration and attacks in a
given network flow dataset. The toolchain integrates a number
of existing software to achieve this goal. It was necessary
to develop the toolchain as we were (a) unable to find any
public datasets that contained migration behaviour for a large
data centre; and (b) it afforded us a degree of flexibility for
our experiments, e.g., to inject migration at arbitrary times
in a baseline dataset, with varying numbers of services being
migrated. We briefly describe the dataset we used and our
toolchain.

A. Traffic dataset

For our experiments, we used network flow data that
was collected from the Swiss national research network –
SWITCH1 – a medium-sized backbone network that provides
Internet connectivity to several universities, research labs, and
governmental institutions. The flow data was collected, without
explicit sampling configured, at the border routers of the
SWITCH network. We used a week’s worth of data from 21–28
October 2012 for our experiments. To produce flow data that is
representative of that seen at a large data centre, we extracted
the top 200 TCP-based services, based on total number of
flows, from the dataset. Services were identified using the
techniques described in [14]. We confirmed these services
represented those seen at a cloud data centre by comparing
their features to a subset which accessed services at one of
Amazon’s European data centres. This is possible as Amazon
publishes the IP address ranges of their cloud data centres.
We found them to be comparable. Using this baseline dataset
we can then include migration and attack behaviour using our
toolchain.

B. Experimentation toolchain and method

Fig. 2 presents an overview of the toolchain that we devel-
oped for our experiments. Initially, NetFlow data is processed

1http://www.switch.ch/
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Fig. 2. Overview of the toolchain used for our experiments

using an extended version of a flow processing framework,
called Flowbox2. This process includes filtering the top 200
selected services, and storing the flow data for each service
in separate files that span five minute periods. Anomalies are
generated using the FLAME tool [15], and stored in NetFlow
format. We conducted experiments with a volume-based attack,
i.e., a Distributed Denial of Service (DDoS) attack, and non-
volume based vertical and horizontal port scans. Similarly,
anomalies that are to be injected into the dataset are stored
in five-minute files.

The anomaly detection tool that analyses the traffic data,
along with the injected anomalies and migration, has three
inputs: an anomaly vector, which specifies at what times
anomalies were injected, and two time series files – a base-
line and evaluation file. A time series file contains entries
that summarise each five minute period of the traffic. This
description includes seven traffic features and a timestamp.
These time series are created by extracting the traffic features
from a set of pre-selected services and anomalies. The traffic

2https://github.com/FlowBox
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(a) ROC curve without virtual service migration
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(b) ROC curve include virtual service migration

Fig. 3. ROC curves that show the performance of a Principal Component Analysis (PCA)-based anomaly detection approach to detect a Distributed Denial of
Service (DDoS) attack, both without (3(a)) and with (3(b)) virtual service migration consisting of 20% of the data centre traffic.

features are volume-based, the flow, packet and byte count, and
distribution-based, the Shannon entropy of source and desti-
nation IP and port distributions. These features are commonly
used in flow-based anomaly detection.

Time series entries for a five minute period are created
by counting the number of flows, summing the number of
packets and bytes, and creating map structures of IP address
and port distributions. The latter are used to calculate an
entropy measure. When all the files that describe services over
a five-minute period have been processed, entropy is calculated
and all features are stored as one time series entry. The
aforementioned baseline time series are created for training
data; these are free from anomalies and migration. Conversely,
evaluation time series contain anomalies and may contain
migration, depending on the experiments we wish to conduct.

As discussed in Section III, wide-area migration can be
observed as the removal or addition of new services and
associated inbound and outbound traffic at the source and
target data centre, respectively. We simulate this behaviour as
follows: at the source data centre a set of services is selected
for the baseline, and a further set are marked for migration
at a given time t. For the evaluation time series the creation
starts without any changes. However, when t is reached in
the dataset, the time series are created without services that
were marked for migration. This simulates the stopping of the
migrated services at the source data centre. Meanwhile, for
the target data centre, the process is the reverse. When t is
reached, the set of services on which the time series are based
will further include the set of migrated services.

It can be seen that using this toolchain we can flexibly
create evaluation scenarios that include a range of attack
behaviours, using the FLAME tool, and service migration
activity of different magnitudes. These scenarios can then be
provided as input to different flow-based anomaly detection
techniques, as discussed in the following section.

V. THE IMPACT OF MIGRATION ON DETECTION
PERFORMANCE

In this section, we discuss the affect wide-area virtual
service migration has on two anomaly detection approaches:
spectral analysis, based on Principal Component Analysis, and
clustering using Expectation-Maximisation (EM).

A. Principal Component Analysis-based spectral analysis

To carry out the analysis, a traffic data profile is created
that is based on the features discussed in Section IV, using
Principal Component Analysis (PCA). Anomalies are detected
based on the difference of the baseline and evaluation profiles.
The anomaly detection results are represented by a Receiver
Operating Characteristic (ROC) curve, as shown in Fig. 3.

We conducted a number of experiments by varying the
type and intensity of anomalies, and examining the affect
of migration at a source and target data centre. Initially,
a smaller dataset was used to determine that the expected
behaviour of the anomaly detection approach occurred, with
different anomaly types and intensities. This proved to be
the case. Subsequently, we ran experiments with the top 200
TCP services, whilst using different virtual service migration
intensities, calculated as a percentage of the overall traffic. In
these experiments different anomaly types were injected – a
DDoS attack, and a vertical and horizontal port scan. Fig. 3
show the results from experiments with a DDoS attack on
a source data centre, with an anomaly intensity of 150,000
anomalous flows per five minute period, injected into 600,000
to 800,000 flows – this difference in the number of flows
relates to diurnal variations in network usage, for example.
Hence, the anomalies will account for 20% to 15% of the
traffic at the moment of injection. Results are shown for
anomaly detection performance without (Fig. 3(a)) and with
(Fig. 3(b)) migration. Each plot includes results based on a
different number of PCA components, ranging from 1 to 8,
and denoted by k.

As mentioned earlier, Fig. 3(a) shows the results from
anomaly detection on an evaluation set of data without migra-
tion. Anomalies are detected with 100% TPR for k = 3 and
higher. For the lower dimensionalities of the analysis model,
for a 2% FPR, the TPR is 20% and 40% for k = 1 and
k = 2, respectively. This gives us the baseline performance
of the PCA-based anomaly detection technique, with which to
compare the impact of migration.

We added the migration component, starting by migrating
2.5% of the traffic. The resulting ROC curve (not shown here
for space reasons) looks similar to the one for the baseline
traffic (Fig. 3(a)); the TPR values for all k are the same.



(a) Clustering before migration (b) Clustering after migration

Fig. 4. Results of the Expectation-Maximisation (EM) clustering algorithm, plotting source port against destination IP address entropy, before virtual service
migration (4(a)), and after (4(b)). A visual shift in clusters can be observed.

For lower dimensions, i.e., for k < 4, we observed the
anomaly score thresholds differ than for the baseline behaviour.
However, we conclude for service migration of this magnitude
there is little impact on detection performance.

We conducted further experiments with different magni-
tudes of migration. For 10% traffic migration, changes in the
ROC curves become apparent. For clarity of presentation, we
show results from experiments with 20% traffic migration in
Fig. 3(b). Migrating this number of services (and its corre-
sponding traffic) could be caused by a single failure in a
data centre, or represent an aggregate from several smaller
migrations, e.g., due to load balancing. As shown in Fig. 3(b),
for k = 2, improved TPRs can be observed for selected
FPRs, indicated by the shift in the curve to the upper-left,
suggesting an improvement in performance, when compared
to the results without migration. However, the TPR is still poor
in comparison to higher values of k. We suggest the detection
algorithm should not be used in this configuration. Perhaps the
most interesting observation in Fig. 3 relates to the result for
k = 4, whereby a noticeable drop in TPR can be observed
for comparable FPRs, caused my migration, e.g., for a FPR of
2%, a 20% drop in TPR can be seen because of migration; for
lower FPRs this phenomenon is more pronounced.

The results show in Fig. 3(b) show good detection per-
formance after migration for values of k > 4. In other
experiments that use different experimental parameters, e.g.,
anomaly type and intensity, not shown here for space reasons,
we observed instances when this was not the case. Further-
more, we noted this in experiments we conducted using Tsallis
entropy, as opposed to the results shown here that are based on
Shannon entropy. As expected, we observed similar behaviour
at the target data centre. For a further examination of these
results, we refer the reader to [16].

To understand the impact of these results on the usability of
the algorithm under migration conditions, one must consider
the values that underlie the rates in terms of the number of
flows that were incorrectly detected. Based on observations
from our dataset, the number of flows that are observed for a
week could reach approximately one billion, amongst which

there are three million injected anomalous flows. For the
experiments shown in Fig. 3, with k = 4 and FPR of 2%,
the successful attack detection rate drops from 100% to 80%.
This means that a fifth of the anomalies are missed as being
attacks, namely 600,000 anomalous flows. This potentially
represents a significant vulnerability to a large cloud data
centre and the services it hosts. If we decide to increase the
detection threshold, such that the TPR returns to 100%, the
FPR increases to 2.5%. This half percent results in false alarms
associated with five million non-anomalous flows aggregated
into five minute bins – an unusable number for an operator.

B. Expectation-Maximisation-based Clustering

Another approach to detecting anomalous behaviour is
based on clustering, which functions by assigning data points
that have similar features to cluster structures. Items that do
not belong to a cluster, or are part of a cluster that is labelled
as containing attacks, are considered anomalous. There are
a number of clustering algorithms available; we chose to
base our experiments on the Expectation-Maximisation (EM)
algorithm, because it negates the need to pre-define a number
of clusters, was shown to give good detection performance
in previous research, and its availability in the widely-used
WEKA machine learning libraries3.

In these experiments, we extract the time series entries that
have an anomaly score greater than zero, after the spectral
analysis discussed in Section V-A. This is done to significantly
reduce the number of data points to consider, and to focus on
the anomalies caused by attack and migration behaviour. Sub-
sequently, the entries are clustered based on the four entropy-
based traffic features, source and destination IP address and
port distributions, in order to ignore the fluctuations in number
of traffic flows, packets or bytes.

Fig. 4(a) depicts the clusters that are formed without mi-
gration; source port and destination IP address entropy features
are shown. It appears that three clusters can be distinguished,
including some more dispersed entries. However, the clustering

3http://www.cs.waikato.ac.nz/ml/weka/



algorithm determines nine clusters, with a log likelihood 1.78.
Fig. 4(b) shows what happens after migration. The clusters
have dispersed because some of the distributions have been
changed after migration. Thus, on this plot half of the data
is before migration and half after. It appears as if parts of
the clusters have shifted to the right. The clustering algorithm
distinguishes only seven clusters, compared to the nine before
migration. These clusters are larger and more dispersed, which
is confirmed by the log likelihood falling to 0.72. This means
that the probability that a selected instance will be put in the
correct cluster has decreased more than twice. Even if we apply
the algorithm with well-formed clusters after migration, the
probability to correctly classify an instance remains low. These
results, in a similar manner to those obtained using Principal
Component Analysis, indicate that virtual service migration
makes the use of this form of clustering approach unreliable
for anomaly detection.

VI. CONCLUSIONS AND DISCUSSION

Operators of critical infrastructures are considering moving
their high assurance ICT services to the cloud. This implies
heightened security requirements; attacks could lead to outages
in services that our society depends on, or result in sensitive
data being disclosed. An important security measure is to be
able to detect when a cloud data centre, and the services that it
hosts, are attacked via the network. There are numerous ways
to achieve this, including detecting anomalies in network flow
summary data – an approach that has seen significant research
interest and deployment. One of the essential characteristics of
cloud computing is the use of virtualisation technology, which
enables services to migrate between different underlying phys-
ical infrastructures, both within and across different cloud data
centres. Virtual service migration can be used to realise load
balancing strategies and improve fault-tolerance to underlying
hardware failures, for example. In large cloud data centres,
virtual service migration can happen relatively frequently as a
consequence of these day-to-day operations.

We have examined the affect that wide-area virtual service
migration – i.e., migration between cloud data centres – has on
contemporary techniques for detecting anomalies in network
flow summary data. We have shown that spectral analysis-
based detection, using Principle Component Analysis (PCA),
and the Expectation-Maximisation (EM) clustering algorithm
can be adversely affected by virtual service migration. We
argue that, under certain attack and migration conditions, the
number of attacks that are missed and false alarms generated
by these techniques could render them unreliable and unusable,
respectively.

In search of a solution to this problem, we carried out
experiments in which virtual service migration behaviour was
incorporated into the baseline “normal” behaviour time series.
After all, migration of services is arguably representative of
the day-to-day operation of a cloud data centre. We found
the results of these experiments did not lead to improved
detection performance. Further work will examine the reasons
why this did not help. Our current thinking about a solution
to this problem involves keeping records of the services that
are migrated, and using these in a post-detection processing
phase to suppress alerts that relate to service migration. We
appreciate this approach is not ideal as it requires maintaining

and migrating additional state about a virtual service and its
clients, which increases overheads and introduces potential
privacy issues. Conversely, another approach might involve
correlating the alerts from different data centres, in order to
determine whether similar behaviour that is indicative of an
attack or other problems have been observed.
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